CS-172 Computability & Complexity, Spring 2009
February 10, 2009

Homework 1 Solutions

Note: These solutions are not necessarily model answetbeR#hey are designed to be tutorial in nature,
and sometimes contain a little more explanation than anlidelution. Also, bear in mind that there may
be more than one correct solution. The maximum total numbpoiots available is 32.

1. DFAs for these three languages are as follows:

(&) The set of all 0-1 strings that begin with 0 and end with 1. 3pts

.

(b) The set of all words over the English alphabet whose 4laistl letter is ‘b’. In the machine below,3pts
each state “remembers” the sequence of the last three syrsbeh, distinguishing only between ‘b’
and non-‘b’ letters; thus it has eight states (correspantbrall 3-letter strings over an alphabet of two
letters). Herex denotes the English alphabet.
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(c) The set of all 0-1 strings that contain at least two 0’s ahchost one 1. In the machine below, thgpts
state shifts one place to the right for each 0, and one plasve ftor each 1, stopping when the counts
reach 2. It accepts if the first count reaches 2 and the seawwirwbt.

/(%0% ll OHCE:)O
Q0=




2. As suggested in the Hint, we describe the sets of input rinthat cause the DFA to end in each of thgpts
states (starting from the initial stagg):

e stategq: all stringsw in which every 0 is followed by a 1;
e stateq: all stringsw that end in 0 in which every other 0 is followed by a 1;
e stateg: all stringsw with a pair of consecutive 0’s.

Note that these definitions cover all possible input strirsgsall we have to do to show the correctness of
the DFA is prove that if we run the DFA on a string then it will terminate in state; if w satisfies the
property ascribed tg; above. (If some input strings were not covered, then we woale to prove thenly

if direction as well, as it might be possible for the DFA to a¢eapre strings than we claim it does.)

The proof is by induction on the length of the input string

Base case]w| = 0, that is,w = € (the empty string). The DFA terminates in state whose property is
satisfied by the empty string: there are no 0’s that are ntuvield by a 1. The definitions for the other two
states are satisfied vacuously.

Induction step:We make the induction hypothesis that our definitions hotdufo= {0, 1}" with n > 0;
we now prove that they also hold far = w'a with a € {0,1}. We consider the states in which the DFA
might have determined after processing

e stateqy: If a = 0 then the DFA transitions to statg. By the induction hypothesis every 0 is
followed by a 1;w’a now also ends in a 0 so the condition fgris met. Ifa = 1 then the DFA stays
in stategg. Again by the induction hypothesis every Ounis followed by a 1; this remains true with
the addition of an extra 1.

e stateq;: If a = 0 then the DFA progresses to state By the induction hypothesig’ ends in 0; the
addition ofa gives the string a pair of consecutive 0's, and so the candftir ¢» is met. Ifa = 1 then
the DFA transitions back to statg. As above,w’ ends in 0 but otherwise has the properties of the
strings that end up iny. Adding a 1 meets the requirement that every 0 in the whalegsis followed
by a 1, including the last 0.

e stategs: By the induction hypothesis,” already has a pair of consecutive 0’s, so any string comtgini
w’ will have this property; therefore the DFA stays in stateas it should.

We have now proved that the DFA will end up in stategiven any stringo with a pair of consecutive 0’s.
Since the other two states are accepting, the DFA acceptsdffes not contain a pair of consecutive 0’s.

3. (a) Simply interchange the accepting and non-acceptirigsstd M, but leave everything else unaltere®pts
lLe.,if M =(Q,X%,6,q0, F), thenM’ = (Q, %, 4, q0,Q — F). Sinced is unchanged, we have
M acceptsw < §(qo,w) € F

& O(qo,w) ¢ Q- F
< M’ does not accepb.

(b) This construction doesot work when/ is nondeterministic. The reason is that, by our definition 2pts
acceptance for NFAs, whall accepts only one, not all, of its computations has to be gicgeprhus
in the above construction the modified machivié could accept some of the same stringd/AsHere
is a simple counterexample: both the automata below acfrexample) the string ‘0.
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4. The following DFA shows the full construction. Note that ibypruned away states unreachable from thpts
start state, the resulting DFA would be the same as in probi@n

5. (a) An NFAfor Ly is as shown. At each step, if it sees a 0 it “guesses” if this fact thekth last symbol 3pts
by going into statey;; from there, it verifies its guess by moving in exaclly- 1 more steps to the
final state. This NFA has + 1 states.

(b) We construct a DFA such that each of the states represestsf the2* possible length: suffixes. 3pts
Exactly half of these states, those representing suffixasstart with 0, are accepting states. (If a
string ends up in one of the other states, the string mustimasde 1 in thekth position from the end,
and therefore must be rejected.) We transition from stagtai® by simply lopping off the first digit
of the suffix and appending the next character to be read.ifigtance, ifk = 4 then one transition is

(51001,0) — S0010-)

Q = {s.:z€{0,1}*}

> = {0,1}

6 = {(Saw,b) = Suwp: a,be {0,1},w € {0,1}F11
Qo = S

F = {s,:zstarts with ¢

Note the choice of initial stat@) = s,x. This is in line with the fact that no zero has been seen when
the computation begins.

(c) Let M, be any DFA that accepts;. Let us call two strings: andy distinguishable by, if there is a 4pts
stringw such thaexactly oneof zw andyw is in Ly, (i.e., eitherzw € L andyw ¢ Ly, or vice versa).
The point about distinguishable strings is the followinge @aim that for any pair of distinguishable
stringsx andy, M must end up irdifferent states after processingandy. We can prove this by
contradiction. Supose on the contrary thaandy are distinguishable but*(qo,z) = 6*(qo, ).
Then clearly for any symbal we must have*(qo, za) = §*(qo, ya), and repeating, for any string
we haved™* (qo, zw) = §*(qo, yw). (We could prove this formally by a simple induction on thedth

"Heres™ is the extended transition function defined in the obvioug:i@r a statey and stringw, §* (¢, w) is the state of the DFA
after reading string starting in statg. Formally, we definé*(q, a) = (g, a) for each symbok, andé* (¢, wa) = §(6* (g, w), a).



of w, with |w| = 1 as the base case.) Therefore, it must be the caséthaither accepts bothw

andyw, or rejects them both. Soandy are not distinguishable, a contradiction.

Now we show that the languadg, has many distinguishable pairs of strings. Consider anydngth-
k stringsz, y with = # y. Sincex # y, they differ in at least one position: so suppose withous lofs
generality that; = 0, y; = 1. Letw = 1°~!. Thenzw € L; andyw ¢ L;. (This is because imw

the kth letter from the end is;, and similarly foryw.) Thusx andy are distinguishable.

Putting the previous two paragraphs together, we conchatefdr any two lengthe strings,M;, must
end up in different states. Since there 2fesuch strings);, must have at leagt® states.



