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1. Conditional Probability
2. Independence
3. Bayes' Rule
4. Balls and Bins
5. Coupons
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$$
\operatorname{Pr}\left[A_{n} \mid B\right]=\frac{p_{n} q_{n}}{\sum_{m} p_{m} q_{m}} .
$$
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The values $0.58,5 \times 10^{-8}, 0.42$ are the posterior probabilities.

Why do you have a fever?

## Why do you have a fever?

Our "Bayes' Square" picture:

## Why do you have a fever?

Our "Bayes' Square" picture:


## Why do you have a fever?

Our "Bayes' Square" picture:


Note that even though $\operatorname{Pr}[$ Fever $\mid$ Ebola $]=1$,

## Why do you have a fever?

Our "Bayes' Square" picture:


Note that even though $\operatorname{Pr}[$ Fever $\mid$ Ebola $]=1$, one has

$$
\operatorname{Pr}[\text { Ebola|Fever }] \approx 0 .
$$

## Why do you have a fever?

Our "Bayes' Square" picture:


Note that even though $\operatorname{Pr}[$ Fever $\mid$ Ebola $]=1$, one has
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\operatorname{Pr}[\text { Ebola|Fever }] \approx 0 .
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This example shows the importance of the prior probabilities.
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Thus,

- MAP $=$ value of $m$ that maximizes $p_{m} q_{m}$.
- MLE $=$ value of $m$ that maximizes $q_{m}$.
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Bayes' Rule is the canonical example of how information changes our opinions.
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Source: Wikipedia.
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A Bayesian picture of Thomas Bayes.
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$A$ and $B$ are independent

$$
\begin{aligned}
& \Leftrightarrow \operatorname{Pr}[A \cap B]=\operatorname{Pr}[A] \operatorname{Pr}[B] \\
& \Leftrightarrow \operatorname{Pr}[A \mid B]=\operatorname{Pr}[A] .
\end{aligned}
$$

Consider the example below:

$\left(A_{2}, B\right)$ are independent: $\operatorname{Pr}\left[A_{2} \mid B\right]=0.5=\operatorname{Pr}\left[A_{2}\right]$.
$\left(A_{2}, \bar{B}\right)$ are independent: $\operatorname{Pr}\left[A_{2} \mid \bar{B}\right]=0.5=\operatorname{Pr}\left[A_{2}\right]$.
$\left(A_{1}, B\right)$ are not independent: $\operatorname{Pr}\left[A_{1} \mid B\right]=\frac{0.1}{0.5}=0.2 \neq \operatorname{Pr}\left[A_{1}\right]=0.25$.
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Flip two fair coins. Let

- $A=$ 'first coin is $\mathrm{H}^{\prime}=\{H T, H H\}$;
- $B=$ 'second coin is $H^{\prime}=\{T H, H H\}$;
- $C=$ 'the two coins are different' $=\{T H, H T\}$.

$A, C$ are independent; $B, C$ are independent;
$A \cap B, C$ are not independent. $(\operatorname{Pr}[A \cap B \cap C]=0 \neq \operatorname{Pr}[A \cap B] \operatorname{Pr}[C]$.)
If $A$ did not say anything about $C$ and $B$ did not say anything about $C$, then $A \cap B$ would not say anything about $C$.
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$A_{m}, A_{n}$ are independent for all $m \neq n$.
Also,
$A_{1}$ and $A_{3} \cap A_{5}$ are independent.
Indeed,
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\operatorname{Pr}\left[A_{1} \cap\left(A_{3} \cap A_{5}\right)\right]=\frac{1}{8}=\operatorname{Pr}\left[A_{1}\right] \operatorname{Pr}\left[A_{3} \cap A_{5}\right]
$$

. Similarly,
$A_{1} \cap A_{2}$ and $A_{3} \cap A_{4} \cap A_{5}$ are independent.
This leads to a definition ....
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$$
\operatorname{Pr}\left[\cap_{k \in K} A_{k}\right]=\Pi_{k \in K} \operatorname{Pr}\left[A_{k}\right], \text { for all } K \subseteq\{1, \ldots, 5\}
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Example: Flip a fair coin forever. Let $A_{n}=$ 'coin $n$ is H.' Then the events $A_{n}$ are mutually independent.
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(a) If the events $\left\{A_{j}, j \in J\right\}$ are mutually independent and if $K_{1}$ and $K_{2}$ are disjoint finite subsets of $J$, then

$$
\cap_{k \in K_{1}} A_{k} \text { and } \cap_{k \in K_{2}} A_{k} \text { are independent. }
$$

(b) More generally, if the $K_{n}$ are pairwise disjoint finite subsets of $J$, then the events

$$
\cap_{k \in K_{n}} A_{k} \text { are mutually independent. }
$$

(c) Also, the same is true if we replace some of the $A_{k}$ by $\bar{A}_{k}$. Proof:
See Notes 25, 2.7.
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$\operatorname{Pr}[$ no collision $] \approx \exp \left\{-\frac{m^{2}}{2 n}\right\}$, for large enough $n$.

In particular, $\operatorname{Pr}[$ no collision $] \approx 1 / 2$ for $m^{2} /(2 n) \approx \ln (2)$, i.e.,

$$
m \approx \sqrt{2 \ln (2) n} \approx 1.2 \sqrt{n}
$$

E.g., $1.2 \sqrt{20} \approx 5.4$.

Roughly, $\operatorname{Pr}[$ collision $] \approx 1 / 2$ for $m=\sqrt{n} .\left(e^{-0.5} \approx 0.6.\right)$
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${ }^{(*)}$ We used $\ln (1-\varepsilon) \approx-\varepsilon$ for $|\varepsilon| \ll 1$.
${ }^{(\dagger)} 1+2+\cdots+m-1=(m-1) m / 2$.
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If $m=366$, then $\operatorname{Pr}[$ no collision $]=0$. (No approximation here!)
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Claim: $b \geq 2.9 \ln (m)+9$.
Proof:
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Note: $\log _{2}(x)=\log _{2}(e) \ln (x) \approx 1.44 \ln (x)$.
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Event $A_{m}=$ 'fail to get Brian Wilson in $m$ cereal boxes'
Fail the first time: $\left(1-\frac{1}{n}\right)$
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And so on ... for $m$ times. Hence,
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For $p_{m}=\frac{1}{2}$, we need around $n \ln 2 \approx 0.69 n$ boxes.
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$$

Hence,
$\operatorname{Pr}[$ missing at least one card $] \leq p$ when $m \geq n \ln \left(\frac{n}{p}\right)$.
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