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Saving	  the	  World	  with	  Compu5ng	  

Kathy	  Yelick	  
EECS	  Professor,	  U.C.	  Berkeley	  

	  
Associate	  Laboratory	  Director	  for	  Compu@ng	  Sciences	  and	  

Ac@ng	  NERSC	  Director	  	  
Lawrence	  Berkeley	  Na@onal	  Laboratory	  

Why	  are	  you	  Interested	  in	  
Computer	  Science?	  

I	  want	  to:	  
A. 	  Build	  computer	  hardware	  and	  soIware	  
B. 	  Create	  new	  companies	  and	  industries	  
C. 	  Solve	  important	  problems	  facing	  the	  world	  
D. 	  Work	  on	  teams	  with	  other	  crea@ve	  people	  
E. 	  All	  of	  the	  above	  

Using	  Computers	  for	  	  
Science	  and	  Engineering	  

Computers	  are	  used	  to	  
understand	  things	  that	  are:	  
•  too	  big	  
•  too	  small	  
•  too	  fast	  
•  too	  slow	  
•  too	  expensive	  or	  	  
•  too	  dangerous	  	  
for	  experiments	  

Energy-‐efficient	  
combus@on	  engines	  

Industrial	  products	  
and	  processes	  

Proteins	  and	  diseases	  
like	  Alzheimer's	  

Understanding	  the	  
universe	  

Simulation:  
      The “Third Pillar” of Science 

Simulation 

Theory Experiment 

Addressing	  Challenges	  using	  
Compu<ng	  

•  Two	  of	  the	  most	  significant	  challenges	  
– Our	  changing	  world:	  understanding	  climate	  
change,	  alterna@ve	  energy	  sources,	  mi@ga@on	  
techniques,	  etc.	  

– Health	  and	  medicine:	  understanding	  the	  human	  
body,	  development	  of	  treatments,	  and	  disease	  
preven@on	  

Climate Modeling 

Carbon Capture  
& Sequestration 

Biofuels 

Artificial 
Photosynthesis 

Efficiency 
Solar PV 

Energy Storage 

Carbon Cycle 2.0 Initiative at Berkeley Lab 

Combustion 
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Materials for 
Solar PV 

Carbon Cycle 2.0 Initiative at Berkeley Lab 

Optimized 
Combustion 

Burners 

Materials for 
Efficient 
Lighting 

Chemistry for 
Catalysis in 

Batteries 
Quantum Dynamics 
of Photosynthesis 

Metagenomics 
for BioFuels 

Flows through Porous 
Media for Carbon 

Capture and 
Sequestration 

Climate Modeling for 
Analyzing Impacts 

Simula@ons	  Show	  the	  Effects	  of	  
Climate	  on	  Hurricanes	  

Mi<ga<ng	  Global	  Climate	  Change	  
Can global warming 
impacts be diminished if 
greenhouse gases are cut? 

.  

Average surface air temperatures 
rise by  >3°C if emissions 
increase at current rate   

Temperatures rise by <2°C across 
nearly all populated areas if 
emissions are cut by 70% 

20th	  Century	  Climate	  Data	  
Reconstructed	  

Reconstructed	  global	  weather	  condi@ons	  in	  6-‐hour	  intervals	  	  from	  1871-‐2010	  
•  Based	  on	  data	  from	  meteorologists,	  military,	  volunteers	  and	  ships’	  crews	  	  
•  Over	  10M	  hours	  at	  NERSC	  using	  reverse	  Kalman	  filter	  algorithms	  
•  Data	  used	  in	  16	  papers	  to	  date:	  reproduced	  1922	  Knickerbocker	  storm,	  

understand	  causes	  of	  the	  1930	  Dust	  Bowls,	  and	  determine	  whether	  recent	  
extremes	  are	  sign	  of	  climate	  change	  	  

Previously undetected warm-core 
cyclones, Geophys. Res. Letters, 2011 Relative Humidity for 1920-1929 

Gil Compo, PI (U. Colorado)  

NERSC has 2PB of 
online storage and up 
to 44 PB of archive for 

scientific data sets.  
New “Science 

Gateways” make it 
easy to make data 

accessible on the web 

Climate	  Change	  Requires	  Lots	  of	  Data	  

Simula@on	  of	  1938	  hurricane	  hi`ng	  New	  York	  

“validate” that the computer models are working as expected 

Data	  Structures	  for	  Simula<ons	  
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Michael	  Wehner,	  Prabhat,	  Chris	  Algieri,	  Fuyu	  Li,	  Bill	  Collins,	  Lawrence	  Berkeley	  Na@onal	  Laboratory;	  	  Kevin	  Reed,	  University	  of	  
Michigan;	  Andrew	  Gedelman,	  Julio	  Bacmeister,	  Richard	  Neale,	  Na@onal	  Center	  for	  Atmospheric	  Research	  

Simulations reveal features not 
visible in lab 

Experiments demonstrate 
feasibility 

Result: Low NOx burner technology licensed by industry 

Basic	  Material	  Science	  Result	  
Explains	  Prac<cal	  Limits	  of	  LEDs	  

The illustration shows nitride-based LEDs. At left, an electron and electron hole recombine and release light. In Auger 
recombination (right) the electron and hole combine with a third carrier, releasing no photon. The energy loss is also 
assisted by indirect processes, vibrations in the crystal lattice shown as squiggles.   

•  LEDs	  are	  up	  to	  3x	  more	  energy	  efficient	  than	  fluorescent	  lights	  and	  last	  10x	  
longer	  for	  low	  level	  light.	  

•  At	  higher	  current	  levels	  LEDs	  lose	  of	  efficiency	  (called	  “LED	  droop”)	  making	  them	  
worse	  than	  fluorescents.	  	  

•  Fundamental	  material	  science	  quesHon:	  why	  does	  LED	  efficiency	  “droop”?	  
–  Answer:	  Auger	  recombinaHon	  combined	  with	  carrier	  scaLering.	  
–  Researchers	  in	  universi@es	  and	  industry	  are	  now	  working	  on	  solu@ons.	  

Simula<ons	  to	  Get	  Rid	  of	  CO2	  

•  Carbon	  sequestra@on:	  	  "The	  process	  of	  removing	  carbon	  from	  
the	  atmosphere	  or	  from	  flue	  gasses	  and	  deposi@ng	  it	  in	  a	  
reservoir.”	  

•  CaO	  +	  CO2	  	  è	  CaCO3	  

George Pau, LBNL 

Towards	  a	  Digital	  Human:	  	  
The	  20+	  Year	  Vision	  

•  Imagine	  a	  “digital	  body	  double”	  	  
– 3D	  image-‐based	  medical	  record	  
– Includes	  diagnos@c,	  pathologic,	  and	  
other	  informa@on	  

•  Used	  for:	  
– Diagnosis	  
– Less	  invasive	  surgery-‐by-‐robot	  
– Experimental	  treatments	  
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Digital	  Human	  Today:	  Imaging	  

• The	  Visible	  Human	  Project	  
– 18,000	  digi@zed	  sec@ons	  of	  the	  body	  

• Male:	  1mm	  sec@ons,	  released	  in	  1994	  
•  Female:	  .33mm	  sec@ons,	  released	  in	  1995	  

– Goals	  
•  study	  of	  human	  anatomy	  
•  tes@ng	  medical	  imaging	  algorithms	  

– Current	  applica@ons:	  	  
•  educa@onal,	  diagnos@c,	  treatment	  planning,	  
virtual	  reality,	  ar@s@c,	  mathema@cal	  and	  
industrial	  

• Used	  by	  >	  1,400	  licensees	  in	  42	  countries	  

Image Source: www.madsci.org"

Experimental	  Data:	  Visible	  Human	  

Heart	  Simula<on	  
Movie	  from	  Charles	  Peskin	  and	  Dave	  McQueen	  at	  NYU	  

Heart	  Simula<on	  
Movie	  from	  Boyce	  Griffith’s	  PhD	  thesis,	  NYU	  

Organ	  Simula<on	  

Cardiac	  cells/muscles	  
SDSC,	  Auckland,	  UW,	  Utah	  

Cardiac flow"
NYU, UCB, UCD…!

Lung transport"
Vanderbilt!

Lung flow"
U. Iowa (Lin & 
Hoffman)!

Cochlea"
Caltech, UMichigan!

Kidney mesh 
generation"

Dartmouth!

Electrocardiography"
Johns Hopkins,…!Skeletal mesh 

generation"

Brain"
UCSD (ElIisman),!
IBM/Lausanne/LBNL!

Just a few of the efforts at 
understanding and simulating 
parts of the human body"

Big	  D	  and	  Big	  C:	  Compu<ng	  on	  Big	  
Data	  to	  help	  Cure	  Cancer	  
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Computer Scientists May Have What It Takes to
Help Cure Cancer
By DAVID PATTERSON
Published: December 5, 2011

The war against cancer is increasingly moving into
cyberspace. Computer scientists may have the best skills to
fight cancer in the next decade — and they should be signing
up in droves.

One reason to enlist: Cancer is so
pervasive. In his Pulitzer Prize-
winning book, “The Emperor of
All Maladies,” the oncologist
Siddhartha Mukherjee writes that
cancer is a disease of frightening
fractions: One-fourth of deaths in the United States
are caused by cancer; one-third of women will face
cancer in their lifetimes; and so will half of men.

As he wrote, “The question is not if we will get this
immortal disease, but when.”

Dr. Mukherjee noted that surprisingly recently,
researchers discovered that cancer is a genetic
disease, caused primarily by mutations in our DNA.
As well as providing the molecular drivers of cancer,

changes to the DNA also cause the diversity within a cancer tumor that makes it
so hard to eradicate completely.

The hope is that by sequencing the genome of a cancer tumor, doctors will soon
be able to prescribe a personalized, targeted therapy to stop a cancer’s growth
or to cure it.

According to Walter Isaacson’s new biography “Steve Jobs,” a team of medical
researchers sequenced the Apple executive’s pancreatic cancer tumor and used
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Programming	  Models	  for	  Analy<cs	  

•  Genome	  assembly	  is	  hard	  
•  Berkeley	  student	  uses	  new	  language	  (UPC),	  
engineering,	  and	  a	  supercomputer	  to	  reduce	  
@me	  from	  2	  days	  to	  <	  1	  minute	  

Strong Scaling of Meraculous Assembler 
component in UPC 

Work by Evangelos Georganas, Jarrod Chapmanz, Khaled Ibrahim, Daniel Rokhsar,  Leonid Oliker, and 
Katherine Yelick 

Why	  Study	  Computer	  Science?	  

1)  Because	  computers	  can	  help	  solve	  
important	  problems	  

2)  Because	  programming	  is	  fun	  and	  there	  
are	  plenty	  of	  new	  problems	  to	  solve	  

Trends	  in	  Computer	  Science	  

Which	  of	  the	  following	  are	  true?	  
A.  Moore’s	  Law	  says	  that	  processor	  

performance	  doubles	  every	  18	  months	  
B.  Moore’s	  Law	  has	  ended	  
C.  Most	  of	  the	  @me	  in	  scien@fic	  codes	  is	  spent	  

doing	  arithme@c	  
D.  None	  of	  the	  above	  
E.  All	  of	  the	  above	   1.E+08	  

1.E+09	  

1.E+10	  

1.E+11	  

1.E+12	  

1.E+13	  

1.E+14	  

1.E+15	  

1.E+16	  

1.E+17	  

1.E+18	  

1990	   1995	   2000	   2005	   2010	   2015	   2020	  

High End Computing Revolutions 

Application Performance Growth 
(Gordon Bell Prizes) 

28 

Attack of the 
“killer micros” 

Attack of the 
“killer cellphones”? 

First Exascale 
Application? 
(billion-billion 

operations / sec) 

The rest of the 
computing world 
gets parallelism 

41st	  List:	  The	  TOP10	  # Site Manufacturer Computer Country Cores Rmax 
[Pflops] 

Power 
[MW] 

1 National University of 
Defense Technology NUDT 

Tianhe-2 
NUDT TH-IVB-FEP,  

Xeon 12C 2.2GHz, IntelXeon Phi 
China 3,120,000 33.9 17.8 

2 Oak Ridge National 
Laboratory Cray 

Titan 
Cray XK7, Opteron 16C 2.2GHz, 

Gemini, NVIDIA K20x 
USA 560,640 17.6 8.21 

3 Lawrence Livermore 
National Laboratory IBM 

Sequoia 
BlueGene/Q,  

Power BQC 16C 1.6GHz, Custom 
USA 1,572,864 17.2 7.89 

4 RIKEN Advanced Institute 
for Computational Science  Fujitsu 

K Computer 
SPARC64 VIIIfx 2.0GHz,  

Tofu Interconnect  
Japan 795,024 10.5 12.7 

5 Argonne National 
Laboratory IBM 

Mira  
BlueGene/Q,  

Power BQC 16C 1.6GHz, Custom 
USA 786,432 8.59 3.95 

6 
Swiss National 

Supercomputing Centre 
(CSCS) 

Cray 
Piz Daint 

Cray XC30, Xeon E5 8C 2.6GHz, 
Aries, NVIDIA K20x 

Switzer-
land 115,984 6.27 2.33 

7 Texas Advanced 
Computing Center/UT Dell 

Stampede 
PowerEdge C8220, 

Xeon E5 8C 2.7GHz, Intel Xeon Phi 
USA 462,462 5.17 4.51 

8 Forschungszentrum 
Juelich (FZJ) IBM 

JuQUEEN 
BlueGene/Q,  

Power BQC 16C 1.6GHz, Custom 
Germany 458,752 5.01 2.30 

9 Lawrence Livermore 
National Laboratory IBM 

Vulcan 
BlueGene/Q,  

Power BQC 16C 1.6GHz, Custom 
USA 393,216 4.29 1.97 

10 Leibniz Rechenzentrum IBM 
SuperMUC 

iDataPlex DX360M4, 
Xeon E5 8C 2.7GHz, Infiniband FDR 

Germany 147,456 2.90 3.52 

Technology	  for	  Innova<on	  
Which	  of	  the	  following	  are	  true?	  
A.  Google	  developed	  its	  own	  programming	  

language	  to	  hide	  machine	  failures	  
B.  iPhones	  are	  programmed	  using	  Java	  
C.  Web	  search	  algorithms	  use	  only	  integer	  

arithme@c,	  not	  floa@ng	  point	  (real)	  numbers	  
D.  Scien@fic	  compu@ng	  is	  done	  mostly	  using	  

“Vector	  Supercomputers”	  
E.  All	  of	  the	  above	  
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The	  Fastest	  Computers	  (for	  Science)	  
Have	  Been	  Parallel	  for	  a	  Long	  Time	  

•  Fastest	  Computers	  in	  the	  world:	  top500.org	  
•  Our	  Hopper	  Computer	  has	  150,000	  cores	  and	  
>	  1	  Petaflop	  (1015	  math	  opera@ons	  /	  second)	  

•  Programming	  and	  “debugging”	  are	  
challenging	  

31	  

SupercompuHng	  is	  
done	  by	  parallel	  
programming	  
	  

   

Challenge:	  Data	  Movement	  Dominates	  Cost	  

1	  

10	  

100	  

1000	  

10000	  

Pi
co
Jo
ul
es
	  

now	  

2018	  

Communication is expensive… 
  … time and energy 
  … processor to memory and 
       processor to processor 
 
Cost components: 

•  Bandwidth: # of words 
•  Latency:     # messages 

 
Strategies: hide latency, use new algorithms 

Annual	  improvements	  
Flops	   BW	   Latency	  

	  
59%	  

Network	   26%	   15%	  

DRAM	   23%	   5%	  

Hard to change: Latency is physics; bandwidth is money! 

32	  

On-Chip 

Off-Chip 

How	  big	  are	  these	  applica<ons	  

The Software Architecture of Global Climate Models

Key to Diagrams

COSMOS 1.2.1

Max-Planck-Institut für Meteorologie, Germany

Model E October 11, 2011 revision 

NASA Goddard Institute for Space Studies, USA

HadGEM3 
Met Office, UK

CESM 1.0.3

National Center for Atmospheric Research, USA

GFDL Climate Model 2.1 (coupled to MOM 4.1)

Geophysical Fluid Dynamics Laboratory, USA

IPSL Climate Model 5A

Institut Pierre Simon Laplace, France

UVic Earth System Climate Model 2.9

University of Victoria, Canada

Each component of the climate system has been assigned a colour: 

atmosphere   ocean   land   sea ice   land ice   sediment

Model code for a component is represented with a bubble.          Fluxes are 

represented with arrows, in a colour showing where they originated.

Couplers are grey.        Components can pass fluxes either directly to each 

other or through the coupler.

The area of a bubble represents the size of its code base, relative to other 

components in the same model.

A smaller bubble within a larger one            represents a small, highly 

encapsulated model of a system (eg clouds) that is used by the component.

Radiative forcings are passed to components with plain arrows.

 

It has become common to compare and contrast the output of 

multiple global climate models (GCMs), such as in the Climate 

Model Intercomparison Project Phase 5 (CMIP5). However, 

intercomparisons of the software architecture of GCMs are 

almost nonexistent.  In this qualitative study of seven GCMs 

from Canada, the United States and Europe, we attempted to 

fill this gap in research. By examining the model source code, 

reading documentation, and interviewing developers, we 

created diagrams of software structure and compared metrics 

such as encapsulation, coupler design, and complexity.

Generated using David A. Wheeler’s 

“SLOCCount”.

Since the climate system is highly interconnected, a CBSE 

approach requires code to tie the components together - 

interpolating fluxes between grids and controlling 

interactions between components.  These tasks are 

performed by the coupler. While all GCMs contain some form 

of coupler, the extent to which it is used varies widely:

· CESM: Every interaction is managed by the coupler.

· IPSL: Only the atmosphere and the ocean are 

connected to the coupler. The land component is directly 

called by the atmosphere.

· HadGEM3: all components are connected to the 

coupler, but ocean-ice fluxes are passed directly, since 

NEMO and CICE have similar grids.

 A CBSE approach has even affected coupling. OASIS, a 

coupler used by many models (including COSMOS, HadGEM3, 

and IPSL) is built to handle any number and any type of 

components, as well as the flux fields within.

Introduction

Component-Based Software 

Engineering

A global climate model is really a collection of models 

(components), each representing a major realm of the climate 

system, such as the atmosphere or the land surface. They are 

highly encapsulated, for stand-alone use as well as a mix-and-

match approach that facilitates code sharing between 

institutions. 

This strategy, known as component-based software 

engineering (CBSE), pools resources to create high-quality 

components that are used by many GCMs. For example,

· UVic uses a modified version of GFDL’s ocean model, 

MOM.

· HadGEM3 and CESM both use CICE, a sea ice model 

developed a third institution (Los Alamos).

Contrary to CBSE goals, there is no universal interface for 

climate models, so components need to be modified when 

they are passed between institutions. Furthermore, the right 

to edit the master copy of a component’s source code is 

generally restricted to the development team at the hosting 

institution. As a result, many different branches of the 

software develop.

A drawback to CBSE is the fact that, in the real world, 

components of the climate system are not encapsulated. For 

example, how does one represent the relationship between 

sea ice and the ocean? Many different strategies exist:

· CESM: sea ice and ocean are completely separate 

components.

· IPSL: sea ice is a sub-component of the ocean.

· GFDL: sea ice is an interface to the ocean. All fluxes to 

and from the ocean must pass through the sea ice region, 

even if no ice is actually present.

Complexity and Focus

A simple line count of GCM source code serves as a 

reasonable proxy for relative complexity. A model that 

represents many processes will generally have a larger code 

base than one that represents only a few. Between models, 

complexity varies widely.  Within models, the bulk of a GCM’s 

complexity is often concentrated in a single component, due 

to the origin of the model and the institution’s goals:

· HadGEM3: atmosphere-centric. It grew out of the 

atmospheric model MetUM, which is also used for 

weather forecasting, requiring high atmospheric 

complexity.

· UVic: ocean-centric. It began as a branch of MOM, and 

kept the combination of a complex ocean and a simple 

atmosphere due to its speed and suitability to very long 

simulations.

· CESM: atmosphere-centric, but land is catching up, 

having even surpassed the ocean. It is embracing the 

“Earth System Model” frontier of terrestrial complexity, 

particularly feedbacks in the carbon cycle.

Conclusions

While every GCM we studied shares a common basic design, a 

wide range of structural diversity exists in areas such as 

coupler structure, relative complexity between components, 

and levels of component encapsulation. This diversity can 

complicate model development, particularly when 

components are passed between institutions. However, the 

range of design choices is arguably beneficial for model 

output, as it inadvertently produces the software engineering 

equivalent of perturbed physics (although not in a systematic 

manner).

Additionally, architectural differences may provide new 

insights into variability and spread between model results. By 

examining software variations, as well as scientific variations, 

we can better understand discrepancies in GCM output.

The Coupling Process
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Why	  Study	  Computer	  Science?	  

1)  Because	  computers	  can	  help	  solve	  
important	  problems	  

2)  Because	  computers	  are	  fun	  to	  program	  
3)  Because	  computers	  make	  a	  good	  career	  
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Wri<ng	  So\ware	  

Which	  of	  the	  following	  are	  true?	  
A. Most	  computer	  soIware	  is	  wriden	  by	  

brilliant	  hackers,	  working	  alone	  
B.  Parallel	  programming	  is	  a	  solved	  problem	  
C.  Speed	  of	  programming	  and	  speed	  of	  

programs	  are	  the	  top	  goals	  in	  soIware	  
D. Most	  soIware	  is	  rewriden	  from	  scratch	  every	  

few	  years	  
E.  None	  of	  the	  above	  

Computa<onal	  Science	  is	  Necessarily	  Collabora<ve	  
… as from the beginning the work has been a 
team effort involving many able and devoted co-
workers in many laboratories.  As I am sure you 
will appreciate, a great many diverse talents 
are involved in such developments and whatever 
measure of success is achieved is dependent on 
close and effective collaboration.  
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