
mode. In this mode, the Power5 gives all the
physical resources, including the GPR and
FPR rename pools, to the active thread, allow-
ing it to achieve higher performance than a
Power4 system at equivalent frequencies.

The Power5 supports two types of ST oper-
ation: An inactive thread can be in either a
dormant or a null state. From a hardware per-
spective, the only difference between these
states is whether or not the thread awakens on
an external or decrementer interrupt. In the
dormant state, the operating system boots up
in SMT mode but instructs the hardware to
put the thread into the dormant state when
there is no work for that thread. To make a
dormant thread active, either the active thread
executes a special instruction, or an external
or decrementer interrupt targets the dormant
thread. The hardware detects these scenarios
and changes the dormant thread to the active
state. It is software’s responsibility to restore
the architected state of a thread transitioning
from the dormant to the active state.

When a thread is in the null state, the oper-
ating system is unaware of the thread’s existence.
As in the dormant state, the operating system

does not allocate resources to a null thread. This
mode is advantageous if all the system’s execut-
ing tasks perform better in ST mode.

Dynamic power management
In current CMOS technologies, chip power

has become one of the most important design
parameters. With the introduction of SMT,
more instructions execute per cycle per proces-
sor core, thus increasing the core’s and the
chip’s total switching power. To reduce switch-
ing power, Power5 chips use a fine-grained,
dynamic clock-gating mechanism extensively.
This mechanism gates off clocks to a local
clock buffer if dynamic power management
logic knows the set of latches driven by the
buffer will not be used in the next cycle. For
example, if the GPRs are guaranteed not to
be read in a given cycle, the clock-gating
mechanism turns off the clocks to the GPR
read ports. This allows substantial power sav-
ing with no performance impact.

In every cycle, the dynamic power man-
agement logic determines whether a local
clock buffer that drives a set of latches can be
clock gated in the next cycle. The set of latch-
es driven by a clock-gated local clock buffer
can still be read but cannot be written. We
used power-modeling tools to estimate the
utilization of various design macros and their
associated switching power across a range of
workloads. We then determined the benefit
of clock gating for those macros, implement-
ing cycle-by-cycle dynamic power manage-
ment in macros where such management
provided a reasonable power-saving benefit.
We paid special attention to ensuring that
clock gating causes no performance loss and
that clock-gating logic does not create a crit-
ical timing path. A minimum amount of logic
implements the clock-gating function.

In addition to switching power, leakage
power has become a performance limiter. To
reduce leakage power, the Power5 uses tran-
sistors with low threshold voltage only in crit-
ical paths, such as the FPR read path. We
implemented the Power5 SRAM arrays main-
ly with high threshold voltage devices.

The Power5 also has a low-power mode,
enabled when the system software instructs
the hardware to execute both threads at the
lowest available priority. In low-power mode,
instructions dispatch once every 32 cycles at
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Figure 5. Effects of thread priority on performance. 


