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Abstract

There are three general techniques for studying
the design, operation and optimization of any type of
system: implementation, modeling, and simulation.
Implementation can be used when the time is avail-
able and the effort is justified. Mathematical model-
ing can be used if the system is simple enough or if
gross approximations are acceptable. Simulation is
needed for the remaining cases.

In all three cases, a crucial element is the need
for accurate estimates of the “workload.” For exam-
ple, for a computer main or cache memory systemn,
the workload may at one level of detail be the timing
and sequence of memory addresses referenced; at
another level of detail, it could be just the ratio of
loads to stores. No matter how accurate the model of
a system may be, any results from it are useless if the
workload is not accurately represented.

In this short paper, we discuss various types of
models and when and what type of accurate work-
load data is needed. We pay particular attention to
performance analysis of memory hierarchies and the
use of trace driven simulation.
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1. Introduction

There are three techniques for studying the
design, operation and optimization of any type of
system [Ferr78]. Implementation is the construction
of a version, or at least a prototype, of the target sys-
tem. Implementation has the substantial virtue of
being “real” (but see below), at the cost of substan-
tial time and effort. In some of areas of computer
science research, research work is often only taken
seriously when proposals are actually implemented,
whether or not implementation is the best or most
valid approach.

At the other extreme is the mathematical mod-
eling of a system. Such a model can be a mathemati-
cally complex queueing model, or may be a simple
back-of-the-envelope calculation. Such models are
often relatively easy to generate, but they can capture
only a very limited degree of complexity, and are
usually very limited in the range of assumptions they
can incorporate - e.g. exponential distributions for
parameters are frequently required, most all or
events must be independent, simultaneous resource
possession cannot be modeled, etc.

In cases when implementation is not justified
or feasible, and when mathematical models are inad-
equate, simulation [MacD70] must be used. Simula-
tions may be written at any desired level of detail, up



to and including something that differs little from an
implementation. Simuiations may also be catego-
rized as “trace driven” and random-number driven.
Trace driven simulations [Sher72] are driven by a
trace of some set of relevant events, measured from
an environment believed to represent the one to be
experienced by the target system. (Note that one
must be careful that the trace is still valid when used
to drive a system model significantly different than
the system from which it was gathered.) In the
absence of a trace, a random number generator is
typically used to provide the relevant events. Such a
random number generator may, however, fail to
incorporate important aspects of the real workload;
for example, a synthetic trace of memory addresses
may fail to correctly represent locality of reference.

The weakest aspect of any of these three
approaches to modeling is the dependence of the
results on the “workload;” we use the term work-
load to include the actual (usually ‘toy’) workload on
a prototype implementation, the traces used to drive
a trace driven simulation, and the parameter values
used for a mathematical model or a random number
driven simulation. To the extent that the mathemati-
cal model or random number driven simulation fail
to incorporate aspects of the behavior of the real
workload, the inaccuracy of the result can be consid-
ered a workload problem.

It is important to emphasize the point that a
prototype (or toy) implementation is often of far less
value for some studies than a good trace driven sim-
ulation. There are several problems with a prototype
implementation: First, it is usually not fully
debugged, doesn’t provide full functionality, and
often doesn’t offer features necessary for a commer-
cial system such as reliability and recovery. Since
the prototype isn’t of commercial quality, it may
exhibit significantly different behavior. Second, the
workload is often grossly inadequate to test the
research ideas. For example, a file system design
exercised by routine graduate student workstation
use is hardly representative of a commercial environ-
ment. Finally, the time, cost and effort for such an
implementation is often disproportionate to the
insight to be gained from it.

There are two other cases in which implemen-
tation can be the proper approach to research. First
is the case where an existing system (e.g. Unix) can
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be modified or extended, with a relatively modest
amount of work, to incorporate the new ideas, fea-
tures, or measuring tools. The second case is that in
which the research study can be "piggy-backed" on a
full fledged commercial development effort; in that
case, the systemn being developed is indeed real. In
both of these cases, however, the results are still sen-
sitive to the workload.

In the remainder of this paper, we discuss vari-
ous types of research studies with which the author
is familiar, and consider the extent to which work-
load and measurement data are needed.

2. Cache Memory and Main Memory Studies

Cache and main memory studies [Smit82] can
be classified into three categories: Gross sizing and
capacity studies have to do with selecting the param-
eters for a real implementation. In this case, what is
needed are basic parameter values: frequencies of
reads and writes, miss ratios, acceptable delays for
access, rates of reference, etc. These figures need to
be obtained from traces, from measurements of simi-
lar systems, or from systems whose results can be
extrapolated; a paper with this type of data is
[Smit85b]. Another example is figure 33 in
[Smit82], which presents hardware monitor measure-
ments of miss ratios for various cache sizes and asso-
ciativities. Once parameter values are known, the
necessary ‘modeling’ can often be done on the back
of an envelope because of the grossness of the
approximations involved. The critical issue here is
that the parameter values be reasonably accurate.
Some parameters (e.g. the ratio of reads to writes)
are available from traces; for others, (e.g. miss ratios
as a function of cache size), accurate values can only
be obtained by hardware measurement of real work-
loads in a production environment.

Algorithm and detailed design studies usually
must be done with trace driven simulation, using real
traces of representative workloads. Such traces are
needed because synthetic reference patierns are
unlikely to correctly reflect important aspects of ref-
erence behavior such as spatial and temporal locality.
Examples of these studies include a study of the
effect of line size on cache performance [Smit87], of
associativity on the cache miss ratio [Hill89], of
interleaving on memory access delays [Bask76], and
of the comparative behavior of various consistency



algorithms for multiprocessor systems [Gee93].
Note that when the necessary traces are not avail-
able, studies using a workload model can be useful
[Arch86]; at the present time, a study that compared
multiprocessor cache consistency algorithms without
using traces would almost certainly be useless.

The third case is that of detailed implementa-
tion studies - e.g. the effect of split transactions on a
memory bus. In this case, detailed simulations are
usually needed, but in some cases, it may be suffi-
cient to drive them with random number generated
events rather than traces. In some such cases, timing
information is the most critical need, rather than ref-
erence patterns. This third case may contain
instances for which synthetic traces could be useful;
in this case, it is the details of the implementation,
not the nuances and subtleties of the workload that
are crucial, and rough approximations to the work-
load (i.e. crash dummies, not people) may well be
sufficient.

An important limitation in some types of trace
driven simulations is that the number of events
needed to achieve some necessary state (e.g. a full
cache or a given number of page faults) may be pro-
hibitive. In that case, filtered or reduced traces
[Smit77] may be needed. Such filtered traces might,
for example, include only references to not recently
referenced blocks, or might include only page faults
or TLB misses.

3. Disk and I/O Studies

There are several categories of disk and I/O
system studies. We comment on each individually.
Note that studies in these areas are similar in many
ways to studies of main and cache memory, and the
relationships described above between type of study
and appropriate data and techniques generally apply
here as well.

3.1. Disk Cache

Studies of algorithms for disk cache [Smit85a,
Thom87] (e.g. replacement algorithm, effect of block
size, location of the cache, effect of prefetch, etc.)
generally require traces; there is no other way to
deterrnine the effect of varying the parameters of
interest. Gross sizing, bandwidth and capacity stud-
ies are similar to the situation above for cache and
main memory studies. Simple parameter values are
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needed and may be obtained from various types of
measurements; the modeling for such studies is usu-
ally very simple.

3.2. Disk Optimization

Studies in this area include studies of disk arm
scheduling, block placement, block size, use of over-
flow blocks, etc. [Smit81d]. Such studies generally
require traces. An example of the problems that
occur when traces are not used is evident from the
large number of early studies of disk seek scheduling
which assumed random requests to the disk surface
[Smit81c]; in fact, the probability of rereferencing
the same cylinder in most systems is quite high
[Lync72].

3.3. /O Configuration Management

I/O configuration management has to do with
the configuration of /O systems on mainframe com-
puters; i.e. how many disks, controllers, channels,
how should they be interconnected, how should the
load among them be balanced, etc. [Smit79]. The
necessary analysis can usually be done with queue-
ing models, provided that parameter values are avail-
able. For example, the products of BGS Systems
Inc. both collect the necessary data and do the neces-
sary analysis; the data collection and reduction is by
far the hardest part.

3.4. Database Locking

Database locking studies consider the effec-
tiveness of various locking algorithms in terms of the
overhead for their implementation, and the extent to
which they impede execution by causing transactions
to block. Because trace data is so hard to obtain, the
large majority of studies in this area have been done
using mathematical models. Traces are needed,
however, to ensure the validity of the results. For
example, [Sing94) shows that many of the assump-
tions frequently used in database locking studies
(independence, time invariance, uniformity, etc.) are
invalid, and that predictions from some of those
studies may be in error.

3.5, File Migration

File migration research has to do with the
selection of algorithms for the management of ter-
tiary storage. This includes algorithms for moving



(replacing) files to tertiary from secondary storage,
fetching them from tertiary to secondary storage,
moving files between nodes in a distributed system,
and for organizing the placement of files on the very
non-random-access tertiary storage media. Traces
are necessary for most of these algorithmic studies
[Smit81a,b, Kure88), although random number
driven simulation or models can be used as a first
approximation for some studies of media manage-
ment.

4. CPU Performance Evaluation

CPU performance evaluation is the study of the
design and implementation of the CPU; e.g. the
effect of data path width, adder size, multiplier
speed, register set size, BTB design [Lee84,
MacD84, Peut77], etc. First order performance esti-
mates for some items can be made with knowledge
of basic parameters, such as the frequency of multi-
plies. More detailed studies, such as the effect of
pipeline design or the need for bypasses around the
ALU, should be conducted using traces. Short traces
are sufficient for some studies, such as pipeline
design, but very long traces may be needed in other
cases (BTB design, register set size).

Note that for CPU performance analysis, an
accurate model of the design under study is crucial.
The personal experience of the author is that even
the designers and implementers of a new CPU are
unable to tell the performance analyst how to accu-
rately model the CPU pipeline.

5. Benchmarking

Benchmarking is the process of measuring
computer system performance by runmning real or
synthetic programs. Traditional benchmarking has

“ been limited to that effort alone. More recent work
[Saav89,92a,b,c] involves the detailed measurement
of the components of both the system and the work-
load; i.e. an analysis of CPU performance on indi-
vidual workload operations, a measurement of the
performance of the CPU memory system, an evalua-
tion of compiler effectiveness, and measurements of
the type of operations actually executed in the work-
load. The type of data gathered in the more recent
studies is invaluable in the analysis of CPU and sys-
tem performance.

Any benchmarking effort is highly sensitive to
the workload. Different programs exercise different
aspects of a machine (e.g. floating point, integer),
and some programs may be especially suited or
unsuitable for a given architecture. Measurements
taken on a PC are unlikely to be useful for predicting
the performance of a vectorized workload on a Cray,
and software for the PC is unlikely to be suited to the
Cray.

6. Measurements

The purpose of the above discussion has been
to emphasize the need for and importance of mea-
surements and workload data as a necessary compo-
nent of any modeling or simulation study. Despite
its evident importance, a glance at the literature will
show a disappointingly low frequency of studies
which make sufficient use of real measurements,
although the situation is steadily improving. The
reason for this is the extremely difficulty of obtain-
ing appropriate data [Zhou85]. Getting I/O traces at
the necessary level of detail usually takes a man(per-
son)-year or more. Analysis of CPU and workload
performance took years [Saav92c]. Collecting paral-
lel system traces took a considerable amount of
effort [Gee93]. As a general rule, collecting the nec-
essary data and reducing it to usable form is as much
or more work than the study for which it is destined.
Note, however, that once collected, workload data or
traces can be used in many studies and the collection
effort can be amortized over many papers, many stu-
dents and many products.

In the remainder of this section, we comment
briefly on methods for trace generation.

6.1. Program Address and Instruction Traces

There are several techniques for generating
traces for uniprocessor programs. (a) A hardware
monitor can be used to pick addresses off of the
address pins of the processor, provided that there is
no on-chip cache, and that ‘spurious’ references
(prefetches) are desired. (b) An interpreter for the
machine architecture can be used to interpretively
execute the target program. (c) A “trace trap” mode
can be used to cause a trap after each instruction. (d)
An *execute” instruction {available on the IBM 370
architecture) can be used to interpretively execute a
program. (e) The object code can be instrumented to



generate trace records for every load, store and
instruction fetch (or branch); note that in this case,
addresses must be ‘fixed up’ to compensate for the
tracing code. (f) On a microcoded machine, the
microcode can be modified.

Note that while all of the above techniques can
also be used for parallel programs, steps must be
taken to properly trace each thread, and maintain a
consistent clock among the threads.

6.2. I/0O and File Traces

Generating 1/0 and file traces is difficult.
There are two general techniques: (a) Instrument the
operating system to generate trace records at appro-
priate times. (b) Use the output of a standard trace
or debugging package such as IBM’s GTF.

The problems with the former are: (a) Instru-
menting the OS requires considerable specialized
knowledge and effort. (b} Collecting data requires
access to and permission to modify the OS of a
machine running a real, live workload. (c) The data
desired is seldom available in one piece of OS code
(e.g. file names and disk addresses are generally not
available in the same pieces of code), so many differ-
ent places in the OS must be modified, and then the
data tied together. A major difficulty is that it may
be very difficult to match up records with file names
generated in one part of the OS code with corre-
sponding records that contain physical disk
addresses generated elsewhere.

The problem with the use of a standard trace
package is that it seldom generates what is needed,
and often generates much that isn’t needed, placing a
very heavy overhead load on the system.

For file migration purposes, it is often suffi-
cient to know only if a file has been used on a given
day. In that case, gathering data can be very easy-
just read the file system directory every night and
save information on which files have (or have not)
been used in the preceding 24 hours.

6.3. Trace Validity and Stability Over Time

There are several issues about the validity of
traces. (a) Has gathering the trace perturbed the sys-
tem? For example, the overhead of a tracer may
upset the time sequence of events. (b) Is the work-
load traced representative of the target workload?

(¢) Does the workload change rapidly over time, so
that old trace data is obsolete? (d) Is the system
being simulated different enough from the system
traced that the nature of the trace (e.g. the sequence
and timing of events) becomes invalid?

All of the issues mentioned immediately above
are valid ones and must be considered by the
researcher or analyst. Note that in almost all cases,
however, some data is better than none, and a larger
sample better than a small one.

7. Conclusions

The factor that most determines whether a
research study of a computer or system design is
useful is the accuracy of the workload information
used to drive, or incorporated in, the system model.
Highly sophisticated models incorporating incorrect
assumptions or wrong parameter values are of little
use.

In this paper, we have discussed various types
of system optimization studies, concentrating on top-
ics on which the author and his students have
worked. In each case, we have discussed the type of
data or workload information needed for the study
results to be useful. For many of the types of studies
described, trace driven simulation is the preferred
technique. We briefly considered how traces can be
obtained and what some of the limits on their utility
are.
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