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Abstract


All of our thoughts are carried out by the brain. All of the concepts we use in thinking are characterized physically in the brain, which has been shaped by evolution to run a body in the world. 

Given these facts, certain questions naturally arise: Exactly how are concepts characterized in a physical brain? To what extent are concepts shaped by the peculiarities of our body-brain system? And do concepts make direct use of the brain’s sensory-motor system?


The traditional answer to the last two questions is, Not at all. This answer comes from a tradition that takes it for granted that rational thought is wholly independent of our bodies, even independent of the way our bodies have shaped our brains. This tradition of disembodied concepts also assumes that concepts are uniquely human — that no aspect of our animal heritage has any bearing on our capacity for rational thought.


We disagree. We believe that results in neuroscience and cognitive science point toward a theory of the very opposite character, a theory of concepts that is now being worked out in detail within the Neural Theory of Language (NTL). According to NTL, human concepts are embodied, that is, they make direct use of the sensory-motor capacities of our body-brain system, many of which are also present in non-human primates. As we will show, evidence from neuroscience as well as other cognitive sciences strongly supports the view of concepts as embodied, while there appears to be no empirical evidence supporting the traditional view of concepts as disembodied.  

Additionally, we will argue that a principal engine of our humanness is neural exploitation — the adaptation of sensory-motor brain mechanisms to serve new roles in reason and language, while retaining their original functions as well. We will discuss two cases: Conceptual metaphor and Cogs.

As we shall see, language is inherently multi-modal, exploiting the pre-existing multi-modal character of the sensory-motor system. It follows that there is no single “module” for language — and that human language makes use of mechanisms present in nonhuman primates.

Concepts are not merely internal representations of an external reality. We do not and cannot perceive the world as it is in itself. Instead, our brain-body system constructs understandings through everyday functioning.  We will argue that concepts are neural mechanisms shaped by, and a constitutive part of, our body-brain system as it interacts in the world. The embodied brain creates an embodied mind. 

In addition to citing existing experimental evidence supporting the theory of embodied concepts, we will also outline crucial experiments that could settle the matter.

Introduction

One would hope that the study of the brain and the mind would give us significant insight into what it means to be a human being, and indeed it has. Before the developments of contemporary neuroscience, there was an age-old philosophical theory of what it was to be a human being, namely, a rational animal, with emphasis on the rational. Animals have bodies and function in the world. Rationality, it was assumed, was disembodied — independent of our animal nature, not making use of what animals make use of in functioning bodily in the world. 

The traditional theory of concepts was central to this view. Concepts are the elements of reason, and constitute the meanings of words and linguistic expressions. If reason and language are what distinguish human beings from other animals, then — so the story goes — concepts cannot use what animals use. Concepts must be “abstract” and “disembodied” in this sense. Since we reason about the world and since concepts are general, concepts must somehow be able to “pick out” particular things in the world that we reason about. This raises a classical problem called the Problem of Intentionality, or “aboutness,” which is still unsolved within the traditional theory.

The traditional theory that concepts are abstract and disembodied is constrained in the following way:

Concepts do not make use of any bodily mechanisms used by animals – nothing from the sensory-motor system, emotions, and so on.

 Accordingly, language, which expresses concepts and is uniquely human, is constrained in the same way:

Language does not make use of any bodily mechanisms used by animals – nothing from the sensory-motor system, emotions, and so on.

What is remarkable is that the traditional theory implicitly claims that even action concepts, like grasp, do not make use of the sensory-motor system. As a concept, even grasp must be disembodied. Thus, it is claimed that the concept grasp is amodal; as a concept, it must be modality-free, even if it is about a modality. 


There is also a version of the traditional view that concepts are “symbolic,” that they have the properties of symbols in formal symbol systems such as symbolic logic or computer languages. In the most popular version of the traditional view, concepts are amodal and symbolic.


To see why such a theory arose and why there are cognitive scientists who still hold it, let us look at the most basic constraints on what concepts must be like.

What Makes a Concept?


Detailed empirical studies of mind, whether in linguistics, psychology, anthropology, or any of the other cognitive sciences, have concluded that thought and knowledge have building blocks referred to as ‘concepts.’ There is general agreement on a number of issues, not only within the cognitive sciences, but within philosophy as well.

Basic Constraints on What Concepts Are:

a. Concepts are ‘general’ in the sense that they characterize particular instances. The concept of a ball allows us to pick out particular balls. The concept of grasping allows us to pick out all particular instances of grasping, no matter what kind of object is being grasped or how the grasping is done.

b. Concepts are general in a second sense: they must be applicable to situations in general. For example, the concept of grasping must be applicable to one’s own grasping of something, to someone else’s grasping, or to imagining grasping by oneself or others. 

c. Concepts are stable. Our stable knowledge is constituted by concepts. We do not rediscover the concept of a chair every day. Chair is a stable concept and our knowledge about chairs uses it.
d. Concepts have internal structure. The concept of grasping, for example, contains at least an internal ordering of reaching and pre-shaping the hand, establishing contact, closing the hand, exerting force on the object, and holding the object. Grasping is also purposeful, done so as to be able to manipulate the object. The purpose of an action concept is part of the structure of the concept.
e. Concepts can be combined to form more complex concepts. The concepts of grasp and cup can be combined to for the complex concept of grasping a cup.
f. Concepts interact to give rise to inferences. For example, if you grasp a cup, you didn’t have it in your possession before you grasped it and did afterwards. If you are grasping it, you can manipulate it.

g. There are certain elementary relations that may hold between concepts, e.g., hyponymy (where one concept is a subcase of another, like grasping in general and grasping with a precision grip.

h. Concepts are meaningful, and their meaning distinguishes one from the other.
i. The meanings of words, morphemes, and other linguistic expressions are given in terms of concepts. Thus, cat, gatto, and chat are different words for the same concept. Concepts are therefore independent of the words used to express them, and they must be sufficiently differentiated from one another so that words can systematically express them.
j. There are concepts of abstractions like causation, love, and grasping an idea. Any theory of concepts will have to deal with such abstractions.
Rationales for the Traditional View


We can now see some of the reasons for the traditional view. Concepts of abstractions — causation, love, and grasping an idea — do not appear, at least on first glance, to be embodied. Their literal meanings seem to have nothing whatever to do with the sensory-motor system. This has led to concepts being considered amodal— independent of any modality like movement, perception, and so on. 

Formal symbol systems like symbolic logic and computer languages have a means of characterizing structure, both the internal structure of concepts and the structure of inferences involving concepts. Symbols are discrete, just as words are. Concepts must therefore be associated with discrete entities, which is easiest if they too are discrete. These considerations have led to concepts being considered “symbolic” in this sense.


Since each action and perception is unique, action and perception are seen as fleeting, they are not stable as concepts must be. Hence action and perception are not seen as even candidates for stable concepts. The sensory-motor system of the brain is usually conceived of in terms of low-level neural structures, too low-level to be able to function as high-level concepts. Every perception and action is particular, whereas concepts must be general, though capable of picking out any particular.


These are some of the apparently good reasons why many cognitive scientists think of concepts in terms of amodal symbols. 

What About Paraplegics and the Blind?

A common argument against the very idea of embodied cognition is that people who are congenitally blind, paraplegic, or who have other physical impairments can nonetheless develop and use normal thought and language. If the brain’s visual system and motor system are involved in language and thought, then how is this possible?

The answer is straightforward. Take the congenitally blind. In most cases, the source of the blindness lies between the retina and the primary visual cortex. The rest of the visual system (at least a third of the brain) is unimpaired. We know from mental imagery studies that the congenitally blind have mental images, and that they process them relatively normally (though a bit slower). [Marmor and Zaback, 1976; Carpenter and Eisenberg, 1978; Zimler and Keenan, 1983; and Kerr, 1983]  They appear to have normal image schemas — that is, normal abilities for characterizing paths, containment, parts and wholes, centers and peripheries, and so on. Moreover, as we shall see, the visual system is integrated with the motor system, so that motor input can be used to construct “visual” mental imagery with no input from the retina.

There is a corresponding answer for paraplegics and people with other motor impairments. It has been shown, for example, that people with congenital limb deficiency activate the premotor cortex when generating phantom limb experiences. Moreover, as will become clear below, the motor system is linked to the visual system and has access to visual information. In addition, much of the activity of the motor system consists of mental simulation, which can be performed without limbs.

Initial Difficulties for the Traditional View


The traditional view requires that concepts be part of a rational capacity that is independent of the sensory-motor system or any other aspect of our bodily nature. This traditional view of concepts as disembodied has certain problems that we believe are insurmountable.

a. Since our contact with the external world is via the sensory-motor system, how can a disembodied concept, devoid of any sensory-motor content, be used to characterize particular instances of that concept in the world? 

b. What makes a disembodied concept meaningful? For example, how can you understand what a cup is without either perceptual content (what a cup looks like) or motor content (how you can interact with a cup with your body)?

c. How can a child learn the conceptual meaning of a word, if sensory-motor capacities for interacting with objects play no role?

d. Where do our inferences come from, if no sensory-motor capacities play a role in inference? For example, how do I know that before I grasp a cup, I need to reach for it, while after I have grasped it, I am holding it? On the traditional view, there would have to be an abstract, disembodied concept of grasping, which does not make use of the sensory-motor system, and so is independent of any actual grasping by a body. What links abstract ‘’grasping’ to actual grasping? And how can different people get the same abstract, disembodied concepts?

e. Consider the view that concepts are symbolic, that is, constituted by disembodied abstract symbols, meaningless in themselves, and linked only to other abstract symbols. On this view, there is a traditional problem called the symbol-grounding problem, namely, how are symbols made meaningful. This is very much like the abstract amodal concept problem just mentioned. How, for example, can a symbol that designates the word “grasp” be linked to the actual bodily action of grasping? And how can different people get disembodied abstract symbols with the same meaning?

f. How do we understand such abstract concepts as causation, love, grasping an idea, and so on? More generally, how could we understand any disembodied concept at all? 

The first part of this paper is limited. We will take a single concept, that of grasping, and argue that it both can and must be characterized as embodied, that is, directly using the sensory-motor system. To do this will we have to show that such a theory can meet all the general requirements for theory of concepts given above, and respond to all the rationales for a disembodied theory. We will also argue that the traditional disembodied theory cannot overcome the difficulties we have just listed, while an embodied theory has no such difficulties. 

In the second part of the paper, we will take up the issue of abstractions — causation, love, grasping an idea — and show how these can be accommodated within an embodied theory — and why they must be!

The Structure of the Argument


We will argue first for the plausibility of an embodied theory in the case of action concepts like grasp. The argument will take the following form. 

· Multimodality.We will show that the action of grasping is not amodal, nor even unimodal, but rather multi-modal. This will allow us to meet the condition that action concepts like grasp must be general.

· Functional Clusters. Multi-modality is realized in the brain through functional clusters, that is, parallel parietal-premotor networks. These functional clusters form high-level units — characterizing the discreteness, high-level structure, and internal relational structure required by concepts.

· Simulation. To understand the meaning of the concept grasp, one must at least be able to imagine oneself or someone else grasping an object. Imagination is mental simulation, carried out by the same functional clusters used in acting and perceiving. The conceptualization of grasping via simulation therefore requires the use of the same functional clusters used in the action and perception of grasping.

· Parameters.  All actions, perceptions, and simulations make use of parameters and their values. For example, the action of reaching for an object makes use of the parameter of direction; the action of grasping an object makes use of the parameter of force. So do the concepts of reaching and grasping. Such neural parameterization is pervasive and imposes a hierarchical structure on the brain. The same parameter values that characterize the internal structure of actions and simulations of actions also characterize the internal structure of action concepts. 

These four points will allow us to characterize an embodied theory of concepts that accords with the basic properties of concepts listed above. At first we will limit ourselves to the case of action concepts like grasp. After that, we will suggest how this theory, with a couple of additions, will extend to concepts more generally.


There are several points to be borne in mind: First, the neuroscientific research we will cite is partly done on monkeys and partly on humans. We will use the results on monkeys as applying to humans for the simple reason that there is enough evidence to support the notion of a homology between the monkey and human brain regions we will be discussing. 


Second, there is far more to the sensory-motor system than we will be discussing, and much of it is relevant. For example, we will not be discussing the roles of basal ganglia, cerebellum, thalamus, somato-sensory cortices, and so on. Though they would add to the argument, they would also add greatly to the length of this study, and we believe we can make our point without them.

Third, any theory of concepts must account for how concepts are realized in the brain and must provide empirical evidence for such a theory. The traditional theory has no such account, and given the difficulties discussed above, it is not at all obvious that any can be given. Moreover, we know of no empirical evidence supporting the theory of disembodied concepts. The burden of proof is on those who want to maintain the traditional disembodied view. It is up to them not only to provide positive evidence for their claims, but also to show how the problems just listed can be solved. Additionally, it is up to them to reconcile with their disembodied theories the neuroscientific evidence we are providing for an embodied theory of concepts. 


Right now, this is the only game in town!

Multimodality
Before we look at the multimodality of action concepts, we need to look at the multimodality of actions themselves. The action of grasping has both a motor component (what you do in grasping) and various perceptual components (what it looks like for someone to grasp and what a graspable object looks like). Although we won’t discuss it here, there are other modalities involved as well, such as the somato-sensory component (what it feels like to grasp something).   

It is important to distinguish multi-modality from what has been called “supra-modality.” The term “supramodality” is generally (though not always) used in the following way: It is assumed that there are distinct modalities characterized separately in different parts of the brain and that these can only be brought together via “association areas” that somehow integrate the information from the distinct modalities. 

1. To claim that an action like grasping is “supramodal” is to say that it is characterized in an association area, distinct and different from the motor system and integrating information from the motor system with information from sensory modalities. The point is that anything supramodal uses information coming from areas specialized for individual distinct modalities, but is not itself involved in the individual distinct modalities.

2. To claim, as we do, that an action like grasping is “multi-modal” is to say that (1) it is neurally enacted using neural substrates used for both action and perception, and (2) that the modalities of action and perception are integrated at the level of the sensory-motor system itself and not via higher association areas.  

To see the difference, consider the following example. Premotor area F4 (a sector of area 6) was once conceived of as a relatively uninteresting extension of the primary motor cortex, whose only role was to control axial and proximal movements of the upper limbs. However, Rizzolatti and coworkers, during the last twenty years showed that F4 contains neurons that integrate motor, visual, and somato-sensory modalities for the purpose of controlling actions in space and perceiving peri-personal space (the area of space reachable by body parts) (Rizzolatti et al 1981; Gentilucci et al. 1983; Rizzolatti et al. 1983; Gentilucci et al. 1988; Rizzolatti et al. 1988; Fogassi et al. 1992, 1996; Rizzolatti et al. 1997, 2000; Rizzolatti and Gallese 2003). Similar results about multisensory integration in area F4 were independently obtained by Michael Graziano, Charlie Gross and their co-workers (Graziano et al 1994; Gross and Graziano 1995; Graziano et al. 1997). More recently, Graziano et al. (1999) showed that F4 neurons integrate not only visual but also auditory information about the location of objects within peripersonal space.

The point here is that the very same neurons that control purposeful actions also respond to visual, auditory, and somato-sensory information about the objects the actions are directed to.  They do so because they are part of a parietal-premotor circuit (F4-VIP, see below) in charge of overall control of purposeful bodily actions in peri-personal space. This contrasts with the old notion that sensory-motor integration is achieved at a “higher” level at which separate neural systems for motor control and sensory processing are brought together in a putative “association area.” 

This is important theoretically because supramodality is consistent with the idea of strict modularity, while multimodality is not. Supramodality accords with a picture of the brain containing separate modules for action and for perception that need to be somehow “associated.”  Multimodality denies the existence of such separate modules. 
Multimodality does everything that supramodality has been hypothesized to do, and more. And we know now that it exists. 

Multimodal integration has been found in many different locations in the brain, and we believe that it is the norm. That is, sensory modalities like vision, touch, hearing, and so on, are actually integrated with each other and with motor control and planning. This suggests that there are no pure “association areas” whose only job is to link supposedly separate brain areas (or “modules”) for distinct sensory modalities. 

The neuroscientific evidence accumulated during the last two decades shows the following. Cortical premotor areas are endowed with sensory properties. They contain neurons that respond to visual, somatosensory, and auditory stimuli. Posterior parietal areas, traditionally considered to process and associate purely sensory information, in fact play a major role in motor control. The premotor and parietal areas, rather than having separate and independent functions, are neurally integrated not only to control action, but also to serve the function of constructing an integrated representation of (a) actions together with (b) objects acted on and (c) locations toward which actions are directed. These functions are carried out by three parallel parietal-premotor cortical networks: 

F4-VIP, F5ab-AIP, and F5c-PF (see below). 

This neural architecture serves two important functions:

· Providing coherent frames of reference for actions of various types

· Providing generalized characterizations of agent-action-object relations that function conceptually.

Coherent frames of reference

Every kind of action is integrated, multimodally, with a range of acted-upon objects in space and effectors used to carry out the action. For example, consider eye movements. They are controlled within a frame of reference that integrates the position of the eye with the position of the object in space, using a coordinate system centered on the retina. 

Reaching movements by the arm and orienting movements of the head have a different frame of reference — one that is independent of the position of the eyes. Instead, that frame of reference is body-centered and restricted to “peri-personal space” — the space that can be reached by movements of body parts. Multimodal integration permits such coherent frames of reference.

The Nonexistence of Amodal Action Concepts


In the traditional theory of concepts, concepts are “amodal.” “Amodality,” if it were real, would entail the existence of a neural representation for concepts that does not partake of any modality at all (though it may somehow be “related” to information from specific modalities). To claim that the concept of grasping is “amodal” is to claim that it is neutral, involving no modalities; it is therefore “abstract” and entirely separate from the sensory-motor system of the brain and from putative association areas. We maintain that there are no action concepts that are amodal. (We will make a stronger claim later.)

The issue is important, because amodality for action concepts is required if action concepts are to be considered disembodied, and therefore if reason and language are not to have a bodily nature, even when reasoning about the body. The idea of amodality, we believe, is an artifact invented to preserve the traditional view of disembodied concepts. There is no evidence whatever for amodal action concepts.


Thus, far we have shown that multimodality is real for the performance and perception of actions. We will discuss the implications of multimodality for concepts below.

Mental Imagery: Embodied Simulation

Mental imagery used to be thought to be “abstract” and “fanciful, ” far from, and independent of, the perception of real objects and actions. We now know that this is not true, that visual and motor imagery are embodied.

3. Embodied Visual Imagery: Some of the same parts of the brain used in seeing are used in visual imagination (imagining that you are seeing). (For a comprehensive review, see Farah 2000; Kosslyn and Thompson 2000.)

4. Embodied Motor Imagery. Some of the same parts of the brain used in action are used in motor imagination (imagining that you are acting). Thus imagination is not separate in the brain from perception and action 

The evidence comes from a variety of studies. For example, the time it takes to scan a visual scene is virtually identical to the time employed to scan the same scene when only imagined (Kosslyn et al. 1978). Furthermore, and more importantly, brain imaging studies show that when we engage in imagining a visual scene, we activate regions in the brain that are normally active when we actually perceive the same visual scene (Farah 1989; Kosslyn et al. 1993; Kosslyn 1994). This includes areas, such as the primary visual cortex, involved in mapping low-level visual features (LeBihan et al. 1993).

Motor imagery works like visual imagery. Mentally rehearsing a physical exercise has been shown to induce an increase of muscle strength comparable to that attained by a real exercise (Yu and Cole 1992). When we engage in imagining the performance of a given action, several bodily parameters behave similarly as when we actually carry out the same actions. Decety (1991) has shown that heartbeat and breathing frequency increase during motor imagery of physical exercise. As in real physical exercise, they increase linearly with the increase of the imagined effort. 

Finally, brain imaging experiments have shown that motor imagery and real action both activate a common network of brain motor centers, such as the premotor cortex, the supplementary motor area (SMA), the basal ganglia, and the cerebellum (Roland et al. 1980; Fox et al. 1987; Decety et al. 1990; Parsons et al. 1995).

These data altogether show that typical human cognitive activities such as visual and motor imagery — far from being of a disembodied, amodal, symbolic nature —make use of the activation of sensory-motor brain regions.

Functional Clusters and Simulation


Multimodality is carried out by multiple parallel “functional clusters.” By a ‘cluster’ we do no just mean a bunch of individual neurons in the same place. A functional cluster is a cortical network that functions as a unit with respect to relevant neural computations.

As we have seen, there are several parallel parietal-premotor circuits, each of which constitutes a functional cluster, carrying out one aspect of sensory-motor integration. 

· The F4-VIP cluster functions to transform the spatial position of objects in peri-personal space into the most suitable motor programs for successfully interacting with the objects in those spatial positions — reaching for them or moving away from them with various parts of your body such as the arm or head. The properties of the object are far less important than their spatial position. Damage to this cluster will result in the inability to be consciously aware of, and interact with, objects within the contralateral peri-personal space.

· The F5ab-AIP cluster functions to transform the intrinsic physical features of objects (e.g., shape, size) into the most suitable hand motor programs required to act on them — manipulate them, grasp them, hold them, tear them apart. In this cluster, the properties of the objects are far more important than their spatial location. Accordingly, damage to this functional cluster will induce visuo-motor grasping deficits, that is, the inability to grasp an object, despite having the motor capacity for grasping.

· TheF5c-PF cluster contains mirror neurons that discharge when the subject (a monkey in the classical experiments) performs various types of hand actions that are goal-related and also when the subject observes another individual performing similar kinds of actions. 

More generally, we now know from the data on multimodal functional clusters just cited, that action and perception are not separate features of the brain. Those three clusters characterize three general mechanisms integrating the motor and perceptual modalities into multi-modal systems:

5. Action-Location Relational Mechanisms (using F4-VIP neurons): The same neural structures are active both during specific actions toward objects in particular locations in peri-personal space and during the perception (visual or auditory) of objects in such locations.

6. Action-Object Relational Mechanisms (using canonical neurons from F5ab, which are in the F5ab-AIP cluster): The same neural structures are active both during specific actions and during the observation of objects that those actions could be carried out on.

1. Mirror-Matching Mechanisms (using F5c-PF mirror neurons): The same neural structures are active both during action and the observation of the same actions by others.


 The use of neural mechanisms, not in action or perception but in imagination, can be characterized as a form of  “simulation” — the carrying out of actions in the mind without any overt behavior or the imaging the perception of objects with no visual input. Correspondingly, we interpret these three mechanisms in terms of simulation. To see how they work, let us consider them one-by-one.

The F4-VIP Cluster: Simulation in Action-Location Neurons

Within the F4-VIP cluster, there are neurons that discharge when subject (a monkey) turns its head toward a given location in peri-personal space. The same neurons discharge as well when an object is presented, or a sound occurs, at the very same location to which the head would be turned, if it were actually turned.  Peri-personal space is by definition a motor space, its outer limits defined by the action space of the various body effectors — hands and arms, feet, head.  In these cases, a position in peri-personal space can be specified in a number of ways: sound, sight, and touch. (Gentilucci et al. 1988; Graziano et al. 1994; Fogassi et al. 1996; Rizzolatti et al. 1997; Graziano and Gross 1998; Duhamel et al. 1998)

What integrates these sensory modalities is action simulation. Because sound and action are parts of an integrated system, the sight of an object at a given location, or the sound it produces, automatically triggers a “plan” for a specific action directed toward that location. What is a “plan” to act?  We claim that it is a simulated action. 

These neurons control the execution of a specific real action (turning the head, say, 15 degrees to the right). When they fire without any action in presence of a possible target of action seen or heard at the same location (say, 15 degrees to the right), we hypothesize that they are simulating the action. This is explanatory for the following reason. We know that in simulation the same neural substrate is used as in action. If simulation is being carried out here, this would explain why just those neurons are firing that otherwise could act on the same object in the same location.

The F5ab-AIP Cluster: Simulation in Canonical Neurons


For sake of brevity, we will focus only on the properties of the premotor pole of this cluster, that is, area F5 (for a description of AIP, see Sakata et al. 2000, Murata et al. 2000; Rizzolatti, Fogassi and Gallese 2000). The first class of such neurons are the Action-only Neurons, so-called because they only fire during real actions.

In premotor area F5 (Matelli et al. 1985), there are neurons that discharge any time the subject (a monkey) performs hand or mouth movements directed to an object. Several aspects of these neurons are important. First, what correlates to their discharge is not simply a movement (e.g flexing the fingers, or opening the mouth), but an action, that is, a movement executed to achieve a purpose (grasp, hold, tear apart an object, bringing it to the mouth). Second, what matters is the purpose of the action, and not some dynamic details defining it (e.g. force, movement direction) (Rizzolatti et al., 1981, Kurata and Tanji, 1986, Gentilucci et al. 1988, Rizzolatti et al. 1988, Hepp-Reymond et al. 1994; see also Rizzolatti, Fogassi and Gallese 2000). 

For any particular type of purposeful action, there are a number of kinds of subclusters:

a. The General Purpose Subclusters: The neurons of these subclusters indicate the general goal of the action (e.g. grasp, hold, tear, an object). They are not concerned with either the details of how the action is carried out, nor the effector used (e.g. hand, mouth), nor how the effector achieves the purpose of the action (e.g grasping with the index and the thumb, or with the whole hand).

b. The Manner Subclusters: The neurons of these subclusters concern the various ways in which a particular action can be executed (e.g. grasping an object with the index finger and the thumb, but not with the whole hand).

c. The Phase Subclusters: The neurons of these subclusters deal with the temporal phases purposeful actions are segmented (e.g. hand/mouth opening phase, or hand/mouth closure phase).

Thus, there is a General Grasping-Purpose Subcluster that is active whenever grasping of any kind is carried out. Consider a particular case: What is firing during the closure phase of a precision-grip grasp? Three subclusters. (1) The subcluster for General Purpose Grasping. (2) The subcluster for precision-grip grasping (a particular  manner). (3) The subcluster for Closure Phase grasping. 

Of course, the General Purpose subcluster for grasping can never function alone in action, since all actions are carried out in some manner and are in one phase or another at some time. However, it is at least in principle possible for the General Purpose subcluster for grasping to fire without a manner subcluster firing in simulation! That is, one should be able to simulate something in imagination that you cannot do — carry out a general action without specifying manner. This is important for the theory of concepts. We can conceptualize a generalized grasping without any particular manner being specified. 


The Action-only Neurons fire only when actions are carried out. But premotor area F5 also contains what are called “Canonical Neurons” — grasping neurons that fire not only when a grasping action is carried out, but also when the subject (a monkey) sees an object that it could grasp, but doesn’t.  These canonical neurons have both a General Purpose Subcluster and a Manner Subcluster for cases where the grasping action is carried out. No experiments have yet been done to determine in detail the phases of firing in such subclusters, though it is surmised that they will have phase subclusters as well.


There is a simulation explanation for the behavior of Canonical Neurons: If the sight of a graspable object triggers the simulation of grasping, we would expect there to be firing by at least some of the neurons that fire during actual grasping. This indeed is what happens with Canonical Neurons. 


Strong evidence for the simulation hypothesis comes from the following data: In most canonical grasping-manner neurons, there is a strict correlation: The same neurons fire for a given manner of grasping as for merely observing an object that, if grasped, would require the same manner of grasping. For example, if a small object is presented — no matter what its shape is, then the same neurons fire as would wire if that small object were being picked up with a precision grip (is afforded by a small object of any shape). This is strong prima facie evidence that simulation is taking place: When you observe a graspable object, only the neurons with the right manner of grasping for that object fire. 

The F5c-PF Cluster: Simulation in Mirror Neurons


Within the F5c-PF Cluster, there are individual neurons that are activated both during the execution of purposeful, goal-related hand actions, such as grasping, holding or manipulating objects, and during the observation of similar actions performed by another individual. These neurons are called “Mirror Neurons” (Gallese et al. 1996; Rizzolatti et al. 1996a; Gallese 1999; Gallese 2000a, 2001; Gallese et al. 2002; see also Rizzolatti, Fogassi and Gallese 2000, 2001).  Mirror neurons, unlike canonical neurons, do not fire when just presented an object on can act upon. They also do not fire when the observed action is performed with a tool, such as pliers or pincers.


Here too, there is an explanation in terms of simulation: When the subject (a monkey) observes another individual (monkey or human) doing an action, the subject is simulating the same action. Since action and simulation use some of the same neural substrate, that would explain why the same neurons are firing during action-observation as during action-execution.


An even stronger argument in favor of the simulation interpretation comes from the following experiments. In the first series of experiments, F5 mirror neurons were tested in two conditions: (1) a condition in which the subject (a monkey) could see the entire action (e.g. a grasping-action with the hand), and (2) a condition in which the same action was presented, but its final critical part — that is, the hand-object interaction, — was hidden. In the hidden condition the monkey only “knew” that the target object was present behind the occluder. The results showed that more than half of the recorded neurons responded in the hidden condition (Umiltà et al. (2001). These data indicate that, like humans, monkeys can also infer the goal of an action, even when the visual information about it is incomplete. This inference can be explained as the result of a simulation of that action by a group of mirror neurons.  

A second series of experiments investigated what could possibly be the neural mechanism underpinning this capacity. F5 mirror neurons were tested in 4 conditions: when the monkey (1) executed noisy actions (e.g. breaking peanuts, tearing sheets of paper apart. and the like); and when the monkey (2) just saw, (3) saw and heard, and (4) just heard the same actions performed by another individual. The results showed that a consistent percentage of the tested mirror neurons fired under all four conditions (see Kohler 2001, 2002). These neurons not only responded to the sound of actions, but also discriminated between the sounds of different actions: each sound matched the appropriate action, whether observed or executed. 

The hypothesis again is simulation: When the subject (a monkey) hears another individual performing an action with a distinctive sound, the subject is simulating the same action. Since action and simulation use some of the same neural substrate, that would explain why the same neurons are firing during observing, hearing, and executing the same action.

Evidence for Simulation in Humans

All of the cases cited above come from studies of monkeys. There are also correlates of the same results for humans. To the extent that the monkey studies constitute evidence for simulation, so do the studies on humans. This evidence for simulation makes even stronger the case for simulation made by the evidence given above from the studies of visual and motor imagery.

First, the Action-Location Neurons: Recent brain imaging experiments probed a cluster in humans homologous to F4-VIP in monkeys. Neurons in this cluster were activated when subjects heard or saw objects moved in their peri-personal space (Bremmer, et al., 2001). The significance of this is that the area activated during such perception is in the premotor area, the area that would most likely control movements aimed at objects in peri-personal space.

Second, the Canonical Neurons: In several recent brain imaging experiments, subjects were asked to (a) observe, (b) name silently, and (c) imagine using various man-made objects (e.g., hammers, screwdrivers, and so on). In all these cases, there was activation of the ventral premotor cortex, that is, the brain region activated when using those same tools to perform actions (Perani et al. 1995; Martin et al. 1996; Grafton et al. 1996; Chao and Martin 2000). 

Third, the Mirror Neurons: Several studies using different experimental methodologies and techniques have demonstrated also in humans the existence of a similar mirror system, matching action observation and execution (see Fadiga et al. 1995; Grafton et al. 1996; Rizzolatti et al. 1996b; Cochin et al. 1998; Decety et al. 1997; Hari et al. 1999; Iacoboni et al. 1999; Buccino et al. 2001).  In particular, brain imaging experiments in humans have shown that, during action observation, there is a strong activation of premotor and parietal areas, which very likely are the human homologue of the monkey areas in which mirror neurons were found (Grafton et al. 1996; Rizzolatti et al. 1996b; Decety et al. 1997; Decety and Grèzes 1999; Iacoboni et al. 1999; Buccino et al. 2001). 

Simulation is Ordinary and Typically Unconscious

Sensory-motor imagination is important to professional athletes, whose training includes imagining themselves, say, hitting a tennis ball or a baseball. Imagination tunes the cortex for action. Conversely, action requires sensory-motor simulation. In simple physical actions to achieve a purpose, we immediately realize whether we are attaining it or not. Suppose you start drawing a circle. You can see part of the way through whether the circle will close upon itself or not. How it this possible? Only if we are simulating the consequences of actions taken so far. 

The same is true of perception. To duck away from a ball thrown at your head, you must be able to predict the trajectory of the ball. Moreover, we can coordinate simulation of perception and action at once. A baseball player confronted with an unexpected curve ball can, if sufficiently skillful, change his swing in midcourse to hit the ball. To swing in the right place, he must be predicting the trajectory of the ball and the course of the bat he is swinging. Presumably, these “predictions” are made via a simulation process, e.g., simulating where the ball and the bat will go. Such cases of sensory-motor simulation are well below the level of consciousness. They are carried out automatically as part of functioning in the world. 

It should be clear from this discussion that, for the most part, simulation is unconscious. It is an important discovery that simulation takes place below the level of consciousness in virtually everything we do. 


Before we go on to the implications of all this for concepts, we need to take up the topic of parameters.

Parameters

A cat has three gaits —strutting, trotting, and galloping. Each gait requires a distinct motor program. In galloping, for example, the front legs move together and the back legs move together. Strutting and trotting involve very different motor control of the legs. In short, the cat has three very different motor circuits to control its gait. 

What is remarkable is that it has been discovered that there is a single cluster of neurons that controls which gait is chosen. When those neurons are firing at low frequency, the cat struts; when the firing is at intermediate frequency, the cat trots; and at high frequency, the cat gallops. In other words, there are three values of firing frequency over a single collection of neurons —low, medium, and high — that result in the activation of either the strutting, trotting, or galloping gait. The firing frequency over that collection of neurons is a neural parameter and the mutually exclusive low, medium, and high firing frequencies are values of that neural parameter.

Parameters can be seen as ‘higher-level’ features of neural organization, while the neural firings in particular motor circuits for various gaits can be seen as at a ‘lower-level’ of organization. Given the higher-level firing, all the lower-level firings are automatically driven part of an encapsulated routine. To the higher-level parameters, the lower-level structure is ‘invisible.’ Parameterization thus imposes a hierarchical structure on the neural system.

Parameterization is a pervasive feature of the brain. Here are some further examples:

(a) In any given motor task, a certain level of force is appropriate. Level of Force is a parameter for each motor task, and degrees of force are its values. The degree of force is controlled in the brain in one of two ways: either the level of activation of some cluster of motor neurons, or the number of motor neurons activated. 

(b) Direction of motion is also a parameter for actions. Two mechanisms have been proposed for determining values of the direction of movement parameter: (1) Groups of neurons are selectively tuned to control a movement in a particular direction. (2) Direction is determined by a “vector sum” over a whole population of neurons, each of which is only broadly tuned, that is, tuned to a range of directions. In either case, there is a direction parameter and a neural mechanism for determining specific values of that parameter.

The Parameter-Simulation Link


In the enactment of any particular movement, say, pushing an object in a direction with a given force, the parameter values chosen determine where and how hard one pushes.  Moreover, if the force required is very high, what is required is shoving rather than mere pushing. Shoving requires a different motor program: setting the weight on the back foot, and so on. Thus, the choice of parameter values also determine motor programs for humans as well as cats.  Moreover, parameter values govern simulations as well. Imagining pushing is different from imagining shoving. 


The parameterization hierarchy and the capacity to set parameter values is a basic feature of the brain. The parameters used in everyday perception and action are stable — built into our neural structure. In order to carry out any action or simulation, suitable parameter values must be activated. But there is an important difference between parameter structure, on the one hand, and the actions and simulations they control. Both simulations and actions are dynamic and contextually adapted! Parameters are fixed! Whenever you move, there is always a neurally determined force, direction, amplitude, and so on. But the situation you are in affects the ultimate values of the parameters — exactly when, where, and how the action is carried out. Similarly, all simulation occurs via choice of the values of fixed parameters, which are determined dynamically in the context of the simulation.

The Accessibility of Parameters


Parameters and their values impose a hierarchical structure on the brain in the following sense. Once a value for a parameter is chosen, lower-level automatic neural mechanisms take over, say, to apply a force of a given magnitude or move in a given direction. Parameters and the kinds of values they have may be brought to consciousness. For example, all of us know we can press our palms forward with high degree of force. But we do not know how that is carried out neurally, unless one is a neuroscientist. Thus, parameters and their values are accessible to consciousness, while anything below the parameter value level is inaccessible.

Similarly, language may express parameters and their values, but language cannot express anything below the level of parameter values. Parameters and their are thus also accessible to language, while lower-level neural structures are not.

Crucial Properties of Parameters


There are crucial properties of the parameters we have been discussing that must be borne in mind. 

2. Parameters of the sort we have discussed are part of the sensory-motor system.

3. Such parameters are determined by the mechanisms for acting, perceiving, and simulating action and perception. 

4. Such parameters are multi-modal, not amodal.

5. Parameters are fixed.

6. Parameters are accessible to consciousness and language.

We have seen almost enough neuroscience to propose an embodied neural theory of concepts. There are two more results, one from neuroscience and one from cognitive science, that need to be mentioned before we begin. One concerns color concepts, the other, basic-level categories.

The Shock of Neuroscience


Imagine the shock of discovering that the world is not as you’ve experienced it throughout your life — and as you are experiencing it now. 


Take the case of color. There are no colors in the world — no green in grass, no blue in the sky, no red in blood. Objects reflect particular wavelengths. But color isn’t wavelength. Indeed, any color can be produced by combining three light sources of the right wavelengths — in many different ways. Color is a product of four factors, two external to us and two internal: The wavelength reflectance of objects, the surrounding lighting conditions, the color cones in our eyes, and the neural circuitry connected to those color cones. Without color cones and neural circuitry, there is no color. The color cones and neural circuitry are in us. There is no color out there independent of us. 

Yet we experience and understand the world as having intrinsic color. That understanding is created by our bodies (the eyes, which contain the color cones) and our brains (the neural circuitry). What we understand is not necessarily what is true. Color is not an accurate internal representation of an external reality. Color is instead a result of an interaction between the body and brain on the one hand and the ‘external’ environment on the other. We put ‘external’ in quotes for the obvious reason that, since we are an inextricable part of our environment, it can never really be purely external. 

This simple fact about the neurophysiology of color vision changes our understanding of what we take knowledge of the world to be and what our concepts are. Take a color concept, like purple. Our concept of purple depends on our experience of purple. We experience purple when two neural circuits are simultaneously active: activation of the first in the absence of the second would result in our seeing red, while activation of the second in the absence of the first would result in our seeing blue. When both are active simultaneously, we see purple. Color concepts, like red, purple, deep red, pink and so on are therefore a function of our bodies, brains and interactions in the world. Color concepts like light blue, or deep red, have an internal structure — a structure that is characterized by interacting neural circuits.


This is not strange or unique to color. It is the way our concepts work in general. We conceptualize the world on the basis of the way we experience it. Since our experience is a function of our bodies, brains, and our physical and social environment, so are our concepts. Since our experience comes through our physical nature — our bodies, brains, and physical functioning — so our concepts are physical in nature. They are physical brain structures that, when activated, result in creative understandings shaped by the peculiar character of our bodies, brains, and lived experiences. 

Why This Matters


There is an old view of concepts that is widely taken for granted in most academic disciplines. It goes like this: We understand the world pretty much as it really is. Our concepts are shaped by the external world and so inherently “fit” the external world.  Human concepts are relatively accurate internal representations of external reality. These concepts are used in language. Therefore, so the old story goes, our language directly expresses concepts that characterize the world in itself. Language can therefore be trusted to express objective truth — truth independent of the vagaries of human bodies and brains. 


It can be something of a shock to realize that this is not true. 


Is it true that grass is green? Relative to the experience of creatures with color cones and neural circuitry like ours, Yes! Independent of the experience of creatures like us, No! 


The real shock is that neuroscience requires us to rethink our deepest traditional views — views on the very nature of our experience of the world, the concepts in which we think, and what language expresses. 

The Shock of Basic-Level Categories


A scientific finding is shocking only relative to an assumption long taken for granted. The theory of categorization, assumed since Aristotle for 2500 years, took it for granted that categories formed a hierarchy – bottom to top – and that there was nothing special about those categories in the middle. Research by Berlin, Rosch, and their co-workers in the 1970’s showed this wasn’t true. Take hierarchies like furniture / chair / rocking chair or vehicle / car/ sports car. The categories in the middle – chair and car – are special, what Rosch called “basic level” categories.  You can get a mental image of a chair or a car, but not of a piece of furniture in general or a vehicle in general. You have motor programs for interacting with chairs and cars, but not furniture in general or vehicles in general. The basic level is the highest level at which this is true. Moreover, words for basic-level categories tend to be recognizable via gestalt perception, be learned earlier, to be shorter (e.g., car vs. vehicle), to be more frequent, to be remembered more easily, and so on. 

Berlin observed that the basic level is the level at which we interact optimally in the world with our bodies. The consequence is that categorization is embodied — given by our interactions, not just by objective properties of objects in the world, as Aristotle had assumed. After 2500 years of thinking that categorization was disembodied, we learned with some shock of its embodied character. Just as colors are not given by objective properties of the world external to us, neither are basic level categories like chair. Without us – without the way we sit and the way we form images — the wide range of objects we have called “chairs” do not form a category.  A simple sentence like Some chairs are green is not true of the world independent of us, since there are neither chairs nor green things independent of us.
It is, of course, true relative to our body-based understanding of the world. Our concepts must also be characterized relative to such a body-based understanding.


Any theory of concepts must start with these results. These results rule out perhaps the most common theory of concepts: that concepts must fit an objectively given world, independent of our bodies, brains, and interactions in that world.  Accordingly, the embodied theory of concepts we will be giving fit the scientific facts, not the age-old theories. 

A Preview of the Neural Theory of Language


Before proceeding further, we should provide the reader with the overall structure of the Neural Theory of Language. 

In NTL, parameterization and simulation play intimately linked, but distinct, roles in both semantics and phonology. 

· In phonology, the parameters characterize segments, distinctive features, and so on, whose values are realized in speaking and hearing as well as in “talking to oneself” (that is, simulated internal speech and hearing). 

· In semantics, the parameters are elements of conceptual schemas characterizing frame semantics, image-schemas, force-dynamic schemas, conceptual metaphors, mental spaces, and so on. They activate simulations that constitute understandings of sentences in contexts.

In NTL, the conventional parts of language — especially the lexicon, morphology, and grammar — are constituted by neural circuitry linking semantic and phonological parameterizations. Since the parameterizations are well-structured, so will be the circuitry linking them. The neural circuitry must “work both ways.” That is, it must permit both production and comprehension.


The hierarchical structure of grammar is given by the hierarchical structure of semantics. The linear structure of grammar is given by the linear structure of phonology – speaking and hearing in real time.

Since the parameters are stable, so the grammar, lexicon, and morphology are stable. Since the parameters are part of the sensory- motor system, so the neural circuitry constituting the grammar links one use of a multimodal sensory-motor subsystem (semantics) with another (phonology). 

Enactment Semantics

As we have seen, some of the vary same brain tissue is used in simulation as in actually carrying out perception and action. Following the Neural Theory of Language [refs], we will use the term enactment for what these portions of the brain do—both simulating and controlling action and perception.   

We believe, in agreement with the Neural Theory of Language (NTL), that sensory-motor simulation is central to all understanding, and hence to reason and language. To see why, consider a simple sentence like, Harry picked up a glass of water and took a drink. To understand such a sentence, you at least have to be able to imagine picking up a glass of water, moving it to the lips, and drinking from it. If you can’t imagine it, you don’t understand the sentence. And if you don’t understand the sentence, you don’t know what it means. Thus, according to NTL, knowing the meaning of such a sentence requires sensory-motor simulation, which makes use of the same parts of the brain and brain mechanisms as perception and action. In short, the same brain mechanisms that are used in perception and action are used in understanding the meanings of words and sentences, and so are central to the most important aspect of language — its meaning.

An Embodied Neural Theory of Concepts


We are now in a position to show how these basic results from neuroscience allow us to characterize in neural terms not just actions, but action concepts. We have chosen to start with the concept of grasping for two reasons. First, we know a lot about the neuroscience of grasping, enough, we believe, to get fairly far. Second, the traditional theory requires all concepts to be disembodied, that is, above the level of everything we have talked about so far and not making use of any of it. This includes action concepts like grasping. The usual assumption is that the concept is disembodied (amodal, symbolic) while the action that the concept designates is of course embodied. Proponents of the traditional view would therefore maintain that any attempt to say that concepts are embodied would amount to confusing the concept with what the concept designates. 


Our response will have two parts: First, we will argue that parameters and simulations can do the jobs that everyone agrees that concepts must do. Second, we will argue that the traditional theory does not accord with the results of neuroscience that we have just given. Our conclusion will be that the neural theory of language is the only adequate theory to date of action concepts and the only hope of getting a theory of concepts that fits the scientific results. 

Structured Neural Computation in NTL


The theory we are outlining uses the computational modeling mechanisms of the Neural Theory of Language. NTL makes use of a structured connectionist version of neural computation, which, though ‘localist,’ has units that are not just individual neurons, but rather functional clusters as we have discussed them throughout this paper. In such a structured connectionist model operating on functional clusters, the death or plasticity of individual neurons has virtually no effect, so long as the connectivity of the rest of the cluster remains intact. 

NTL is therefore not subject to the “grandmother cell” objection, which assumes the following caricature of localist computation. In the caricature, each concept — say the concept of your grandmother — is represented by one and only one neuron. If that neuron dies, then you lose the concept of your grandmother. No localist ever proposed such a theory, nor do we. 

Structured connectionism has many advantages over, say, PDP connectionism, which operates over relatively unstructured networks. The main advantage is that, for the most part, the brain does not compute information the way PDP connectionism does. Structured connectionism operates on structures of the sort found in real brains, structures of the sort we have been discussing throughout this paper. 

From the structured connectionism perspective, the inferential structure of concepts is a consequence of the network structure of the brain and its organization in terms of function clusters. This brain organization is, in turn, a consequence of our evolutionary history — of the way our brains, and the brains of our evolutionary ancestors, have been shaped by bodily interactions in the world.

What Is an Embodied Concept?


Here is our central claim: 

Embodied Concepts

The job done by what have been called “concepts” can be accomplished by schemas defined by parameters and their values. 

Such a schema, from a neural perspective, consists of a network of functional clusters. The network constituting a schema contains:

a. One cluster for each parameter — a cluster that characterizes that parameter.

b. One cluster for each parameter value, or range of values.

c. One ‘controller’ cluster, whose activation is liked to the activation of the parameters and their values in the following way: If the controller is active, each of its parameters and the accompanying values are active. If a sufficient number of parameters and their values are active (this may be as few as one), the controller is active.

These are neural computational conditions on the networks we call ‘schemas.’ 


We have hesitated to call schemas “concepts,” simply because concepts have long been traditionally thought of as being direct reflections or representations of external reality. Schemas are clearly not that at all. Schemas are interactional, arising from (a) the nature of our bodies, (b) the nature of our brains, and (c) the nature of our social and physical interactions in the world. Schemas are therefore not purely internal, nor purely representations of external reality.  We will, for the moment, think of concepts as schemas, though that idea will be extended below when we discuss abstractions.

The Example of Grasp


The example we have been using all the way through is the concept grasp. Here’s what a schema for grasp might look like in this theory. The parameters divide up in the following ways: 

The Grasp Schema:

a. The Role Parameters: Agent, Object, Object Location, and the Action itself.

b. The Phase Parameters: Initial Condition, Starting phase, Central Phase, Purpose Condition, Ending Phase, Final State.

c. The Manner Parameter: 

d. The  Parameter Values (and constraints on them):

Agent: An individual

Object: A physical entity with Parameters: Size, Shape, Mass, Degree of Fragility, 

and so on

Initial Condition:: Object Location: Within Peri-personal Space

Starting Phase:: Reaching, with Direction: Toward Object Location; Opening Effector

Central Phase:: Closing Effector, with Force: A function of Fragility and Mass

Purpose Condition:: Effector Encloses Object, with Manner: (a grip determined by parameter values and situational conditions)

Final State:: Agent In-Control-of Object

(Note: The “::” notation indicates the content of a phase.

This should give the reader a pretty clear idea of how a grasp schema is structured in terms of neural parameters and values of the sort we described in the section above on neuroscience. Note that we have written down symbols  (e.g., Final State) as our notation for functional clusters. This does NOT mean that we take functional clusters themselves to be symbolic. The symbols are only our names for functional clusters, which, as we have seen, function from a computational point of view as units.

A Note about Schemas

Traditionally, concepts were seen as a set of necessary and sufficient conditions operating in a system of logic. Indeed, for many philosophers, that was a defining characteristic of what a concept was to be.

It might look from the notation as though the Grasp Schema is indeed defined by such a set of necessary and sufficient conditions. Appearances are deceiving. There are crucial differences. First, the activation of functional clusters is not all-or none; there are degrees. Such gradations are not part of the traditional notion of necessary and sufficient conditions. Second, there are variations on schemas, as when certain phases are optionally left out. Third, there are extensions of schemas; for example, we will discuss metaphorical extensions below. 

Fourth, and perhaps most important, schemas combine and operate dynamically, in context, by neural optimization — that is, via best fit principles. For example, imagine that you intend to grasp, pick up, and throw what appears to a ball. But the ball turns out to be made of iron and to have a slippery surface. You will grasp it as well as you can, though perhaps not exactly fitting the schema (tightening your grip might be difficult). You may manage to pick it up, but hardly in the normal way. And being slippery and very heavy, your attempt to throw it may result in something closer to a shotput motion. 

In short, schemas are not like logical conditions. They run bodies — as well as they can. 

Meeting the Adequacy Conditions for Action Concepts


We now turn to the question of whether the schema for grasp meets the basic conditions for adequacy for action concepts, as discussed above. We will now go through those conditions one-by-one. 

· Concepts are ‘general’ in the sense that they characterize particular instances. 

As we have seen, there is a functional cluster of neurons that fire when grasping of any kind is performed, observed, or simulated. Governing simulation, there must be a parameter structure — that is, a schema — whose firing governs the simulation of grasping, and that would fire when grasping is performed or observed. 

Thus the schema for grasping meets condition 1.

· Concepts are general in a second sense: they must be applicable to situations in general. For example, the concept of grasping must be applicable to one’s own grasping of something, to someone else’s grasping, or to imagining grasping by oneself or others.

As we learned from our discussion of the functional cluster of canonical neurons, they fire both when grasping is performed or when an object that grasping could be performed on is observed. This functional cluster thus characterizes the relation between the grasping itself and the objects of grasping. 

Because the center of reference is the agent performing the grasping, the functional cluster also characterizes the relation between the agent of the action and the object acted on. 

The functional cluster of mirror neurons contributed something more. Because mirror neurons fire either when the agent performs the action or when the agent sees someone else performing the same action, the cluster of mirror neurons fires under the condition when any agent performs the action. It thus generalizes over agents. Moreover the functional cluster of mirror neurons fires no matter where the grasp occurs. It therefor generalizes over locations.

The parameters in the schema for grasping include neurons from all of these functional clusters — since they all are used in simulations. Thus, the schema for grasping meets condition 2.
· Concepts are stable. 

Parameters are fixed. Hence grasping schema, which is a network of parameters, is stable Therefore, the grasping schema meets condition 3.

· Concepts have internal structure. The concept of grasping, for example, contains at least an internal ordering of reaching and pre-shaping the hand, establishing contact, closing the hand, exerting force on the object, and holding the object. Grasping is also purposeful, done so as to be able to manipulate the object. The purpose of an action concept is also part of the structure of the concept.

To grasp an object in a given location, it must first be reachable, that is, it must be in peri-personal space and one must direct one’s reach toward it. That means that the Action-Location functional cluster (F4-VIP) must be activated. In addition, to grasp an object, the object must be graspable. That means that the F5 neurons — the Action-only, the canonical neurons, and mirror neurons — must be firing in a way that is coordinated with the Action-Location neurons, effectively forming a larger functional cluster, one with a much more specific function. 

This is important for concepts because it is an example of compositionality, both in action and in simulation: moving toward an object in peri-personal space is composed with grasping an object to form aiming to grasp an object in peri-personal space. This is one aspect of internal structure.

Purpose is another aspect of internal structure. All grasping neurons in F5 — whether mirror neurons, canonical neurons, or simple action neurons — fire exclusively when the subject has the purpose of grasping (and not, say, when the subject merely opens or closes the hand). This total function cluster thus fires exclusively when there is a grasping purpose. This cluster fires not only in the actual performance and observation of grasping, but also in simulation. Therefore, it must contain the parameter governing the simulation of purposeful grasping. 

Finally, phase: The Phase Subclusters of grasping neurons in F5 include neurons that fire in various phases of grasping. The neurons that fire in each phase constitute a distinct functional subcluster. Each such subcluster is active not only in action and observation, but also in the simulation of grasping in the appropriate phases. Each such subcluster therefore contains parameters that govern such simulations. Those parameters constitute the grasping schema. 

Because the schema contains all the information of phase and purpose substructure, condition 4 is satisfied.

· Concepts can be combined to form more complex concepts. The concepts of grasp and cup can be combined to for the complex concept of grasping a cup. 

The mechanism of forming complex concepts is presumably a form of neural binding. This would be the same mechanism that binds color to shape (computed in different parts of the brain) for blue cups. The concept of a cup must be bound to (that is, identified with) the object role of the grasping schema to form grasping a cup. This would be a binding of one functional cluster [the object cluster for grasping] to another [whatever functional cluster characterizes cup] .

· Concepts interact to give rise to inferences. For example, if you grasp a cup, you didn’t have it in your possession before you grasped it and did afterwards. If you are grasping it, you can manipulate it.

In every case where the performance, observation, or simulation of grasping correlates with the activation of the entire grasping schema, it will occur that the agent does not have the cup in his possession prior to the central phase of grasping and does afterwards. Thus this inference will be true of every performance, observation, or simulation of grasping. 

Because of this, there will be a regularly occurring correlation between the activations of the parameters defining the corresponding phase subclusters of the grasping schema. As a result, circuitry will be recruited linking the parameters defining the various phases in such a way that a circuit will be formed. That circuit will characterize the given inferences that are stable and defined by the structure of the schema.

Thus, the grasping schema meets condition 6.

· There are certain elementary relations that may hold between concepts, e.g., hyponymy (where one concept is a subcase of another, like grasping in general and grasping with a precision grip).

There is a functional cluster of grasping neurons in F5 that will fire anytime a grasping of whatever kind is performed, observed, or simulated. This includes action-only neurons, canonical neurons, and mirror neurons. There is a subcluster of these that fire only when particular types of grasping are performed, observed, or simulated, e.g., grasping with a precision grip). For each of these cluster, there will be a schema (a parameter structure). Whenever a subordinate schema for grasping fires (e.g., the precision-grip schema), the general schema for grasping will also fire. This conditional relation is the hyponomy relation.

In general, such semantic relations between concepts can be explained by the nature and operation of schemas. Hyponomy is just one example. Thus, the grasping schema meets condition 7.

· Concepts are meaningful, and their meaning distinguishes one from the other.

Meaningfulness requires understanding. Understanding requires a capacity for simulation. The meaningfulness of concepts derives from our capacity for simulation, which in turn derives from our sensory-motor capacities, given what we know about the embodiment of sensory and motor imagery —namely, some of the same neural substrate used for action and perception is used for simulation. 

Since each schema is individuated by a unique pattern of parameters and corresponding simulations, schemas are distinct from one another.

Thus, the grasping schema meets condition 8.

· The meanings of words, morphemes, and other linguistic expressions are given in terms of concepts. Thus, cat, gatto, and chat are different words for the same concept. Concepts are therefore independent of the words used to express them, and they must be sufficiently differentiated from one another so that words can systematically express them.
As we have just seen, schemas are sufficiently individuated and differentiated from one another so that words can systematically be associated with them. Schemas are also characterized independently of words. Thus, the grasping schema meets condition 9.

What We Have Shown So Far


We have provided a reasonably detailed neural theory for one action concept — grasping. We have shown how the sensory-motor system can characterize a sensory-motor concept, not just an action or a perception, but a concept with all that that requires. We consider it a powerful reply to all those theorists who have claimed over the years that concepts have to be amodal, disembodied (in our sense), and symbolic. At the very least, we take this to be an existence proof that this can be done for at least one action concept.


But we think we have shown something must more powerful than that. Understanding requires simulation. The understanding of concrete concepts — physical actions, physical objects, and so on — requires sensory-motor simulation. But sensory-motor simulation, as contemporary neuroscience has shown, is carried out by the sensory-motor system of the brain. It follows that sensory-motor system is required for understanding at least concrete concepts. We see this as an insurmountable difficulty for any traditional theory that claims that concrete concepts are amodal, disembodied, and symbolic. 


But there is an overwhelming argument against the traditional amodal, disembodied, symbolic account of concepts. In order to have a neural account of such a theory of action concepts, action concepts, like all other concepts, would have to represented neurally outside the sensory-motor system altogether.  But that would require complete duplication of the structure characterizing concepts that modern neuroscience has found in the sensory-motor system, namely, all the structure we have just outlined: the manner subcases, the agent-object-location structure, the purpose structure, and the phase structure. 

The reason is this: All of that conceptual structure (agent-object-location, manner, purpose, and phases) has to be there on anyone’s account!  Any neural theory of amodal concepts must claim that such structure is located in the brain outside the sensory-motor system. But we know from independent evidence that we have cited that all that structure is inside the sensory motor system. The only way it could also be outside is if it were duplicated! Not just for one concept, but for every action concept! And it would not just have to be duplicated. There would have to be one-to-one connections to just the right parts of the premotor-parietal system in order for the concept to apply to real cases that are performed, observed, and simulated.

William of Ockham would have had a thoroughly enjoyable time commenting on such a proposal!


We think we can safely say that something like the proposal we have made would have to work for the action concept of grasping — and probably for every other action concept as well. We believe that the same basic structures — schemas structuring sensory-motor parameterizations — can be used to characterize all concrete concepts. Take, for example, the basic-level concepts that we described above chair, car, … .  As we saw, basic-level concepts are defined by the convergence of (a) gestalt object perception (observed or imaged) and (b) motor programs that define the prototypical interaction with the object (again, performed or imaged). Thus, a chair looks a certain way (and we can imagine how it looks) and it is used for sitting in a certain position (and we can imaging sitting that way). What brings together the perceptual and motor properties are, we believe, functional neural clusters showing the analogous characteristics in human that have been found for canonical neurons thus far in the brains of monkeys. Indeed, evidence for canonical neurons in humans does exist, as we mentioned above (Perani et al. 1995; Martin et al. 1996; Grafton et al. 1996; Chao and Martin 2000). The existence of canonical neurons in humans explains the existence of basic-level categories of objects. Subordinate-level categories, which have more perceptual and motor details filled in, would be accounted for by canonical neurons with the values of more parameters specified. Schemas structuring the parameters over functional clusters of such canonical neurons would have the properties of basic-level and subordinate concrete object concepts. Note that such an explanation for basic-level concepts is not available to traditional amodal, disembodied theories of concepts. 


We believe that all concrete concepts — concepts of things we can see, touch, and manipulate — can be addressed by the strategy outlined so far. Indeed, our proposal for object schemas is virtually identical to the “sensory/motor model of semantic representations of objects” of Martin, Ungeleider, and Haxby (2000), which is based on a thorough survey of neuroscientific evidence.

But not all concepts are concrete. There are a huge number of so-called abstract concepts like the ones we mentioned above: causation, love, and grasping an idea. We believe that these too make use of the sensory-motor system, but not in so direct a fashion. We now turn to such cases.

Abstract Concepts: Exploitation of the Sensory-Motor System



Abstract concepts are concepts that are not concrete — not directly about things in the world and what we do with respect to them, e.g., act and perceive. Examples include not just ideas like causation, love, and grasping an idea, but also general cases like purpose, state, change, influence, similarity, relationship, future, type, and hundreds more, which are abstract in the sense that they cover instances of both concrete and nonconcrete concepts. Thus, there can be a similarity between cars and between personalities. Changes can be physical (He got thinner) and nonphysical (He got angry). 


One of the most important and dramatic findings about abstract concepts over the past two decades is that virtually all of them (if not all) have conventional metaphorical conceptualizations — normal everyday ways of using concrete concepts to reason systematically about abstract concepts. Indeed, it appears that most abstract reasoning makes use of concrete reasoning via metaphorical mappings from concrete to abstract domains. A neural theory of such mappings has been provided in the field of computational neural modeling by Srini Narayanan  (Narayanan, 1997; Lakoff and Johnson, 1999). 

In Narayanan’s theory, metaphorical mappings are physically realized as stable neural circuitry linking the sensory-motor system to other brain areas. 

This does not mean that abstract concepts have no literal meaning at all. Indeed, they appear to have skeletal meanings that are literal — but even those skeletal meanings, we shall argue below, make central use of some aspects of the sensory-motor system. We will call such a use of the sensory-motor system “exploitation.” 

The Concept of Love


Let us take an example. Gibbs (1994, p. 253) cites a protocol taken from his research on the conceptualization of love. Here a young woman describes, first, her definition of love and, second, her description of her first love experience.

The overall concern for another person. Sharing of yourself but not giving yourself away. Feeling like you are both one, willing to compromise, knowing the other person well with excitement and electrical sparks to keep you going. 

It kicked me in the head when I first realized it. My body was filled with a current of energy. Sparks filled through my pores when I thought of him or things we'd done together. Though I could not keep a grin off my face, I was scared of what this really meant. I was afraid of giving myself to someone else. I got that feeling in my stomach that you get the first time you make eye contact with someone you like. I enjoyed being with him, never got tired of him. I felt really overwhelmed, excited, comfortable, and anxious. I felt warm when I hear his voice, the movements of his body, his smell. When we were together, we fit like a puzzle, sharing, doing things for each other, knowing each other, feeling each other breathe.


Love is certainly an emotional experience that has a qualitative character all its own. It is as basic an experience as seeing, touching, or moving. But it is not highly structured on its own terms. There is some literal (that is, nonmetaphorical) inherent structure to love in itself: a lover, a beloved, feelings of love, and a relationship, which has an onset and often an endpoint. 


But that is not very much inherent structure. The system of conceptual metaphors adds much more to our conception of love. What is added comes from the sensory-motor system: Love conceptualized systematically in terms of heat (I felt warm), physical force (overwhelmed, kicked), electricity (sparks, current), physical connection (contact, feeling each other breathe), becoming a single entity (you are both one, fit like a puzzle, sharing of yourself), and so on.  Each of these metaphorical understandings comes with further emotional content: joy accompanying warmth, anxiety accompanying the loss of unique identity, excitement of electricity and sparks, queasiness of first contact, the shock of overwhelming force. By means of such metaphorical conceptualization, enormously rich emotional content is added.


Also added is rich inferential content. You reason about love using inference from these sensory-motor domains. If you are a single entity, you expect to be together. If you are overwhelmed, you feel helpless. If you feel warm, you feel comfortable. If you feel electricity, you are in an excited state. And if you feel none of these things, you doubt that you are in love. 


Love would not be love without all this metaphorical content. Metaphorical conceptualization adds conceptual content, and with it the capacity to draw new inferences and extended emotional content. 


We see from this example that even an abstract concept such as love gets rich conceptual content, capacities for inference, and expressibility in language via sensory-motor concepts, which, we argued above, directly use the sensory-motor system. 
Grasping an Idea

This is even more obvious in the case of grasping an idea, expressed by the word “grasping,” used in its central sense for physical grasping. The basic conceptual metaphor here is that Understanding Is Grasping. This conceptual metaphor can also be seen in other examples. Failure to understand is failure to grasp, as in It went right by me or it went over my head or that idea is a bit slippery. In the conceptual metaphor, the idea is an object. Not possessing the object implies a lack of understanding. Grasping it — holding it firmly — implies understanding. If it is slippery, then you can’t hold it firmly, and so via the metaphor, you don’t really understand it. This metaphor is part of a much larger system discussed at great length by Sweetser (1990) and Lakoff and Johnson (1999, Chapter 12).  It is called the Mind-As-Body system: In this system, ideas are physical entities (e.g., locations, objects, food) and thought is a bodily action (e.g., moving to a location, perceiving or manipulating an object, or eating food). 

We showed above that the literal concept of grasping is directly characterized within the sensory-motor system; that is, the concept of grasping is a schema, a neural network, linking functional clusters of sensory-motor parameters. The conceptual metaphorical mapping Understanding Is Grasping has the grasping-schema as its metaphorical source. That is, the neural circuitry that constitutes the metaphorical mapping links the grasping-schema to that portion of the brain characterizing the concept of understanding. 

In the grasping schema, there are phases: before grasping, you do not have possession or control of the object. After grasping, you do. There is further inferential structure as well. If you can’t grasp an object, then you don’t have under your control, and so you can’t use it. The same logic applies to grasping an idea. If you don’t understand an idea, you can’t “control” or “manipulate” it, and so you can’t use it. The metaphor allows the logic of grasping to be applied to understanding. Moreover, it allows the language of grasping to be applied to understanding.

Metaphor as Exploitation of the Sensory Motor System
When we speak of metaphor as a form of  “exploitation,” here’s what we mean. There is a “structuring” circuit in the sensory-motor system that can function in two ways: 

a. Coupled: The circuit can structure action and/or perception, with neural connections to motor effectors and/or sensors in the perceptual system. 

b. Decoupled: The circuit can do its structuring computations even when decoupled (via neural inhibition) from perceptual input and motor output, as, for example, in simulation. 

In Narayanan’s theory of metaphor, a decoupled sensory-motor circuit performing simulation is linked to other brain areas. The circuitry providing that linkage is called a “conceptual metaphor.” This allows the structuring function of the sensory-motor circuitry to be applied to non-sensory-motor parts of the brain. As a result, the inferential structure originating in the sensory-motor system is applied to non-sensory-motor — that is, “abstract” — subject matter, yielding “abstract inferences.” In this theory, the same circuitry that can move your body or structure your perceptions, also structures your abstract thought.


What reason do we have to believe such a theory? As of now there is no hard neuroscience evidence. However, there is a wealth of evidence for the existence of conceptual metaphoric mappings, of the sort we have just discussed,  linking sensory-motor conceptual domains to “abstract” domains — evidence from experimental psychology, cognitive linguistics, developmental psychology, and gesture studies. Such mappings would have to be somehow instantiated in the brain. Narayanan’s neural computational model shows how the theory could work in a fully explicit way. His model runs. It models motor action, and then uses the very same circuitry linked to an abstract domain, to model corresponding forms of abstract reason. 


The argument is as follows: There are hundreds, perhaps thousands of conceptual metaphors, each of which has an embodied, sensory-motor source domain. Each of these maps forms of sensory-motor inference onto abstract inference, just as in the case of grasping an idea. This must be accomplished by some neural mechanism. Narayanan’s theory is the most parsimonious. The “structuring” computations are needed anyway in the sensory-motor domain. Under the hypothesis of metaphoric neural projections, the same computations perform hundreds, if not thousands, of forms of abstract inference. Without some such theory, all that structuring mechanism for abstract reasoning would have to be duplicated outside the sensory-motor system. This massive duplication solution seems highly implausible. 


Metaphorical thought constitutes exploitation of the sensory-motor system on a grand scale.


Narayanan’s neural theory of metaphor also comes with the rudiments of a theory for learning what are called primary metaphors. These are “atomic” conceptual metaphors used to form more complex “molecular” metaphors. Primary metaphors are

acquired just by functioning in the everyday world. For example, the metaphor Affection Is Warmth is acquired (for the most part) in childhood, where there is a regular correlation between the affection shown by a parent to a child and the warmth generated when a parent affectionately holds a child. Grady (1997; 2003, in press) analyzes dozens of such cases, which are widespread around the world. 


Why should such correlations in experience lead to conceptual metaphors? “Neurons that fire together wire together,” that is, when there is repeated simultaneous co-activation of different brain regions, neural circuitry linking those regions tends to be recruited. This view is supported by research on metaphor development by Christopher Johnson (1997). Johnson found that children go through three stages. Take the word “see.” In stage 1, it is used in its simple literal meaning, e.g., “See doggie.” At stage 2, seeing and knowing occur together; they are coactive, and we find cases with the grammar of both, as in “See daddy come in and See what I spilled.” At this “conflation” stage, the links between seeing and knowing are established. At stage three, there is pure metaphorical usage, as in “See what I mean.”  


We all learn primary metaphors early in life, in very much the same way around the world. These primary metaphors provide structure to our systems of complex metaphor. 

Aspect as the Exploitation of Motor Control Schemas


Any complex coordinated action must make use of at least two brain areas — the premotor cortex and the motor cortex, which are separated and are  linked by neural connections. The motor cortex controls individual synergies — relatively simple actions like opening and closing the fist, turning the wrist, flexing and extending the elbow, etc. The job of the premotor cortex is motor control: structuring such simple actions into coordinated complex actions, with the simple synergies performed just at the right time, moving in the right direction, with the right force, for the right duration. That is, the premotor cortex must provide a phase structure to actions and specify just the right parameter values in just the right phases. This information must be conveyed from the premotor to the motor cortex by neural connections activating just the right regions of the motor cortex.  And of course, the same premotor circuitry that governs motor control for actions must govern motor control for simulated actions in our imagination.


Narayanan (1997) has constructed dynamic neural computational models of such circuitry, including, of course, the parameters governing their operation. In doing so, he made an important discovery: The same relatively simple phase structures for bodily actions recur in case after case — sometimes in sequence, sometimes in parallel, sometimes one embedded in another. That is, complex motor control structures are combinations of the same simple motor control structures. Here is such a simple structure:

• Initial State

• Starting Phase Transition

• Precentral State

• Central Phase Transition  (either instantaneous, prolonged, or ongoing)

• Postcentral State*

• Ending Phase Transition

• Final State

Postcentral Options:

*A check to see if a goal state has been achieved 

*An option to stop

*An option to resume

*An option to iterate or continue the main process


First, you have to be in a state of readiness (e.g., your body correctly oriented, having sufficient energy, and so on). Next, you have to do whatever is involved in starting the process (e.g., to lift a cup, you first have to reach for it and grasp it). Now you are in a position to perform the main process. While the central action is still in process, you check to see if a goal state has been achieved. You may stop, and if so, may resume. You can then repeat or continue the central process. Finally, you can do whatever it takes to complete the process. Then you are in  the final state. Of course, some actions are even simpler, leaving out some of these phases. 


These are the phases of just about any bodily movement — with more complex movements constructed by branching into parallel, sequential, or embedded structures of this form. The grasping schema described above has such a phase structure:

Initial State:: Object Location: Within Peri-personal Space

Starting Phase Transition:: Reaching, with Direction: Toward Object Location; Opening Effector

Central Phase Transition:: Closing Effector, with Force: A function of Fragility and Mass

Goal Condition:: Effector Encloses Object, with Manner: (a grip determined by parameter values and situational conditions)

Final State:: Agent In-Control-of Object

Narayanan called the circuitry for controlling phases of motor control the “controller executing schema,” or “controller X-schema” for short. A schema using such a structure, e.g., the grasping schema, is called an executing schema, or “X-schema” for short.

Linguists are familiar with structures of this kind. They occur in the conceptual structure of every language in the world, and go by the name “aspect.”  For example, be + ing marks a central phase transition: Thus, He is drinking indicates that he is in the central phase of the act of drinking. About + to marks the initial state, as in, He is about to take a drink. Have+ Past Participle picks out a point in time and indicates that the final state of the action occurred prior to the given time and that the consequences of that action still hold at that time. Thus, I have done the food shopping indicates that, at present, the Final State of the food shopping schema has been reached, with the consequence that we still have food. In short, linguistic aspect markers indicate what portion of a given schema has been carried out to date. The term “state” is relative to the controller-X-schema. What we experience as an ongoing state (e.g., being annoyed) would be characterized in the model as a phase transition that is ongoing for the duration of that state.


Motor control is about actions, which are performed. Aspect is about concepts, which are used in reasoning. Narayanan (1997) showed, in his model, that same structures that can move a body can also be exploited for reason and language. This is not surprising for action concepts like grasping, given that the concept is characterized in the sensory motor system, as we have shown. But all predicational concepts have aspect. It doesn’t matter what kind— actions, processes, and states, both concrete and abstract. What Narayanan showed through modeling was that the same neural circuitry that is capable of performing motor control in the premotor cortex is also capable of computing the logic of aspect. The same circuitry that can control phases can compute the logic of phases for both concrete and abstract concepts.


Here are the elements of Narayanan’s theory: 

· The functional cluster characterizing the controller X-schema structure resides in the premotor cortex, where it performs motor control. 

· Since the same structure is used for observing, acting, and simulating, the cluster must contain mirror neurons.

· The Controller Schema can perform its computations even when its connections to the motor cortex are all inhibited.

· Additionally, there is neural circuitry from the premotor Controller X-schemas to other, nonmotor domains, allowing the premotor structure to be exploited for structuring other conceptual domains. There are two such cases:

1. Metaphor: Such neural circuitry may be part of a metaphorical mapping, mapping source domain X-schema structure onto the target domain.

2. Literal Phase Structure for  Abstract Concepts: Such neural circuitry may also structure an abstract concept, providing its aspectual schema structure from the premotor cortex. Such circuitry would be a mechanism for providing the aspectual structure (that is, phase structure) for abstract concepts.

Without such exploitative circuitry, exactly the same X-schema structure would have to be duplicated in many other parts of the brain for all abstract predicational concepts, no matter what the subject matter. There are many non-concrete subject matters with the same aspectual structure: emotions, thinking, sensing, and so on.

This is a theory based on neural computational modeling. It is grounded in only example from neuroscience — the fact that F5 contains neurons whose firing corresponds only to phases of particular actions. This would locate Controller X-schema neurons in the pre-motor cortex for motor control. The prima facie argument against massive duplication of the same structures elsewhere leads us to the conclusion that Naryanan is right, that premotor Controller X-schema structure is exploited for use in abstract concepts elsewhere. This conclusion leads us to a new concept, what Lakoff (2002) calls a Cog. 

The Cog Hypothesis

A Cog is a neural circuit with the following properties:

1. It provides general structuring for sensory-motor observation, action, and simulation: the specific details for this general structure are filled in via neural connections to other regions of the brain; it is in those regions that the “details” that fill in the Cog structure are characterized. When functioning in this way, the Cog circuit is a natural, normal, seamless part of the sensory-motor system. 

2. It presumably evolved for the purposes of sensory-motor integration (cf. phase neurons in monkeys).

3. It performs its neural computations even when the connections to the “specific details” are inhibited. 

4. It can be exploited, either as part of a metaphorical mapping or on its own, to characterize the structure of abstract concepts. 

5. Its computations, which evolved to serve sensory-motor purposes, also characterize a 

 “logic” and can be used for reasoning. Since the Cog can attach to any specific details, its computations characterize a general form of logic (e.g., the logic of aspect).

6. It can function in language as the meaning (or part of the meaning) of a grammatical construction or grammatical morpheme.

Thus, if Narayanan’s hypothesis is correct, the Controller X-Schema, which characterizes the semantics of aspect in all of the world’s languages, is a Cog. The Cog Hypothesis generalizes this idea further.

The Cog Hypothesis: Any neural structure that characterizes the semantics of a grammatical construction is a Cog.  


We will give more examples of Cogs shortly. But before we do, we should consider why the Cog Hypothesis is initially plausible. Grammatical constructions and morphemes have general meanings. The plural morpheme pluralizes all relevant concepts. The first-person morpheme indicates a speaker, no matter who the speaker is. Or consider the Forced Motion Construction — Predicate of Force Application + Patient/Trajector-of-Motion + Path. It applies in all such general cases with any details filled in; e.g., I threw the ball to Sam, Harry knocked the lamp off the table. It also applies to metaphorical forced-motion cases, where the Event Structure Metaphor (cf. Lakoff and Johnson, 1999, Ch. 11) maps forces to causes, motions to changes, and bounded regions of space to states; e.g., The home run threw the crowd into a frenzy and The election knocked global warming off the legislative agenda.  That’s why we would expect to find grammatical meanings to be general, able to fit both concrete and non-concrete concepts. 

But such generality characterizes only part of what a Cog is. It should also function normally, naturally, and seamlessly as a part of the sensory motor system in which it presumably evolved. With this in mind, let us consider other potential Cogs. 

Other Candidates for Cogs

Image-schemas and force-dynamic schemas are excellent candidates for Cogs. Linguists such as Len Talmy, Ron Langacker, Annette Hershkovits, Susan Lindner, Claudia Brugman, Eugene Casad, and many others have observed that spatial relations in the languages of the world differ considerably from language to language, but appear nonetheless to be decomposable into the same primitives. It is generally agreed that there is a relatively small inventory of such primitives, and that the meanings of the spatial-relations terms in the languages of the world are combinations of these primitives. In English, prepositions constitute the principal cases. For example, the on in The book is on the desk is decomposable into the primitives Contact, Support, and Above. Though many languages have no single word for on, they apparently all use the primitive concepts that go into our use of on. 


These primitives (a) all have primary sensory-motor uses, and (b) are all general, with links to specific details. Some of the prepositions are primarily spatial (e.g, out, around), while others primarily involve force (e.g., against). Regier (1996) has argued that the visual system of the brain provides the right kinds of structures and operations to characterize the visual components of spatial-relations concepts. He has constructed neural computational models (using structured connectionism) of such spatial primitives. The models make use of computational analogues of topographic maps of the visual field, excitatory and inhibitory connections, within-map and across-map connections, center-surround receptive fields, orientation-sensitive cells, spreading activation, gating of connections — and in more recent work, vector-sum ensembles. Regier has tested these models on language acquisition tasks, in which a program embodying the model has to learn often complex spatial-relation words on the basis of (a) a visual input with figures in a spatial relation, and (b) a range of positive exemplars (no negative cases). The program thus far has worked to with 99% accuracy on examples taken from English, Russian, Arabic, Hindi, and Mixtec. Thus far, Regier has built no models of motor- or force-dynamic primitives. 


Regier’s model as it stands is only two-dimensional, and is limited in other ways. It is far too simple to be ultimately correct. But Regier’s insights are what is important. He has argued convincingly that the visual system of the brain has the right kinds of neural structures to compute the visual components of primitive image-schemas and to link them together, to each other and to specific details, so as to handle complex cases. 

The Container-Schema is a good case in point. The Container Schema has an interior, a boundary, an exterior, and optional portals. The concepts in and out make use of the Container Schema. In perception, the Container Schema fits or imposes an interior-boundary-exterior schema onto entities and regions of space. For example, a cup is a container and so is a room. The details are very different but we perceive and conceptualize both using the same general image-schema. A tube of toothpaste can be seen as a doorstop, a backscratcher, a weapon — or a container! When we see bees as swarming in the garden, we are imposing a Container Schema onto a space where there are no physical boundaries. 

In Regier’s model, the Container Schema is computed in the visual cortex. It is general, and it can be fitted to objects of all sorts of shapes — where the shapes are computed elsewhere in the brain, e.g., the temporal and parietal cortices. There is a logic of containers: If something is in the container, it’s not out; if it’s out, it’s not in. If Container A is in Container B, and Object X is in A, then X is in B — and if X is outside B, then X is outside A. This is basically Boolean logic, and presumably where Boolean logic comes from. 

Since prepositions like in and out are among the grammatical morphemes of English, the Container Schema is part of the semantics of English grammar. 

Many conceptual metaphors apply to the Container Schema: States, for example, are conceptualized as Containers: you can be in or out of a state, on the edge of a state, deeply in a state, far from being in a state, and so on. Categories are commonly conceptualized as containers, with category members in the categories. Occasionally the boundaries of a category can be stretched to accommodate an outlier. There are many, many more cases. 

As Talmy (19xx) has shown, the actions using force fall into a small number of kinds of general types, what he calls “force-dynamic” schemas. Thus, shoving and throwing involve a propulsion force on an object away from the body, resulting in motion. Bringing and carrying involve a steady continuous application of force resulting in motion. Holding force keeps an object with a tendency to move in place. Supporting force keeps an entity subject to gravity from falling. The same general force-dynamic schemas govern the occurrence of force in many different actions. 

Neuroscience has studied specific systems for controlling force in the body, but has not yet found general force-dynamic schemas.  It is plausible that they, or something like them, exist in the brain. Conceptual metaphors apply to force-dynamic schemas, the most common of which is the Causes Are Forces metaphor, which maps forces that result in motion onto causes that result in change. We saw examples of this above in cases like The home run threw the crowd into a frenzy and The election knocked global warming off the legislative agenda. Another force-dynamic metaphor is Help Is Support, as in cases like I can count on her for support, He is supporting five children, I’m supporting Goldberg for Senator, where help of various kinds of help — emotional, financial, and political — are understood in terms of a Support force-schema. 

Causation

If there is a central concept in human reason, it is the concept of causation. It is a concept structured largely by Cogs. The literal concept of causation is structured via aspect, that is, via the exploitation of premotor phases. The central metaphor for causation is based on force, as shown below, though there are other metaphors as well. (For details, see Lakoff and Johnson, 1999, Chapter 11). To see how Cogs enter into causation, here are the Cause Schema and the Causes Are Forces metaphor.

Cause Schema


Roles: Cause: An Occurrence



Effect: A Change



Final State: A State



Causal Agent: Responsible for Cause



Effected Entity: Undergoer of Effect


Phases: 



Initial State:: No Cause, No Effect, Cause Not Inhibited




Central Phase Transition:: Cause




Ending Phase Transition:: Effect




Final State:: Result



Constraint: If Cause had not occurred, Effect would not have occurred.

The metaphor Causes Are Forces can be stated as the following metaphorical mapping:


Causes Are Forces



Source: Forced-Motion Schema



Target: Cause-Schema



Mapping: 
Force 


( 
Cause





Motion 

(
Effect





Final Location 
(
Result





Exerter of Force
(
Causer





Undergoer of Force
(
Affected Entity

The Cog used in the Cause Schema is the Controller X-schema, with phases Initial State, Central Phase Transition, Ending Phase Transition, and Final State. The Cogs used in the Source Domain of the Causes Are Forces metaphor are the Force-Application Schema, and the Motion Schema. These are general and apply to all special cases of force and motion. This metaphor results in a wide range of cases of causation given the corresponding kinds of forces and motions. There are many kinds of causation resulting form kinds of force, each with a different logic. For copious examples, see Lakoff and Johnson, 1999, Chapter 11. Here are a few examples of special cases of the Causes are Forces metaphor to give you a sense of the range. In each pair, there is a forced motion and the corresponding caused change. In each case, the type of force is different, with its inferential structure mapped over to the type of causation.

Force before Motion: He threw the ball into the lake.

Cause before Effect:
The explosion threw the town into a panic.

Force simultaneous with Motion: He brought his lunch with him.

Cause simultaneous with Effect: The development of computers has brought with it considerable social change.
Force build-up to threshhold: The bridge eventually collapsed under pressure from the flood waters.
Causal build-up to threshhold: He eventually collapsed under the unbearable psychological pressure.

The conceptual richness of kinds of causation is a product of the fact that Causation has an internal Cog structure (the phase structure), with another Cog structure (forced motion) mapped onto it by Causes Are Forces, and other Cog structures mapped onto it by other metaphors. The richness of causal types comes from the wide range of specific details possible for the general Forced-Motion Schema.  

The point here is that forced motion — whether performed, observed, or simulated — is concrete, that is, sensory-motor in character. We would expect the simulation of forced motion to be carried out by the sensory motor system of the brain. We would expect the corresponding forms of causation to exploit this sensory-motor simulation in abstract causal reasoning of the types just given. Even reasoning about abstract causation, we believe, exploits the sensory-motor system.

The Only Game in Town


We do not have direct neuroscientific evidence at this time for the existence of Cogs, nor do we have direct neuroscientific evidence for the existence of exploitation. All of our discussion of abstract concepts is based on linguistic and psychological evidence and the results of computational neural modeling, combined with strong evidence from neuroscience that concrete concepts are embodied in the sensory-motor system. Our arguments are based on plausibility. We have strong arguments that concrete concepts are embodied in the sensory-motor system, and extremely plausible arguments that a considerable range of abstract concepts are also embodied in the sensory-motor system, at least in part.


Right now, there are no other serious neural theories of either concrete or abstract concepts. NTL has the only game in town. Most importantly, NTL makes empirical predictions, and crucial experiments to test them are now being run.

Crucial Experiments

 
A great advantage of the theory of concepts that we have outlined here is that it has empirical consequences that can be tested. We know, for example that the motor cortex is topographically organized, with the movements of effectors like the mouth, hands, and feet controlled in different sectors. These sectors are separated far enough from each other in the motor cortex so that they are clearly distinguishable in fMRI studies. The same holds for the premotor cortex, though with more overlap between regions. Moreover, premotor activations are clearly distinguishable from motor activations and from activations in other regions. We know that both premotor and motor cortices are both activated during mental motor imagery. Mental motor imagery is simulation of motor action. 


In all theories of concepts, concepts characterize the meanings of linguistic expressions. The embodied and disembodied theories of concepts therefore make different, testable claims. 

· Our embodied theory claims that linguistic expressions of action concepts should induce action simulations, and therefore activate the appropriate parietal-premotor cortices. 

· The traditional disembodied theory of concepts makes the opposite claim: that concepts of all kinds have no sensory-motor content, and thus even sentences expressing action concepts should show no activation in parietal-premotor cortices.

In the theory we have outlined, the properties of action concepts are completely specified by parameter values and the simulations they govern. Such action simulations should be detectable through fMRI studies in the sensory-motor cortices that are responsible for controlling the corresponding actions. For example, in the case of the concept of grasping, one would expect the parietal-premotor circuits that form functional clusters for grasping to be active not only when actually grasping, but also when understanding sentences involving the concept of grasping. Moreover, when processing sentences describing actions performed by different effectors — the mouth in biting, the hands in holding, the feet in kicking — one would expect parietal-premotor regions for action by the mouth vs. hands vs. feet to be active not only when actually acting, but also when understanding the corresponding sentences. 

A further prediction of our theory of concepts is that such results should be obtained in fMRI studies, not only with literal sentences, but also with the corresponding metaphorical sentences. Thus, the sentence He grasped the idea should activate the sensory-motor grasping-related regions of the brain. Similarly, a metaphorical sentence like They kicked him out of class should active the sensory-motor kicking-related regions of the brain.  A series of brain imaging experiments are currently being designed to test this prediction.

Another series of experiments is being designed to test the parameters of force and direction in concepts. If the disembodied theory is correct, then sentences involving force concepts should be unaffected — neither facilitated not interfered with —when subjects are actually applying forces at the same time they hear the sentences. On the embodied theory, we would predicted that asking subjects to exert a force while reading sentences about force itself would either facilitate or interfere with the comprehension of such sentences. If the force applied is the same in direction and magnitude as the force read about, then we would expect facilitation; if the force applied is different, we would expect interference. 

Such an experimental design could also be applied to the study of metaphorical sentences, in which there is a metaphorical use of force predicates (e.g., throw, bring, knock). The same logic should apply here as in the literal sentences. The application of force should facilitate or interfere with the understanding of metaphorical sentences, depending on whether the force in the source domain of the metaphor is or is not consistent with the direction and magnitude of the force being applied. 

These are of course just some of the experiments that can be done to test the different claims made by the embodied and disembodied theories of concepts.

Conclusions

All of our thoughts are carried out by the brain. Concepts are the elements of thought, and are therefore characterized somehow in the brain. The question is, How?

On the traditional view of concepts as disembodied and symbolic, no conceptual thought should be carried out by sensory-motor brain mechanisms. We have argued that contemporary neuroscience shows the very opposite, that concepts of a wide variety make direct use of the sensory-motor circuitry of the brain. 


The argument begins with action concepts and with four central ideas that come out of neuroscience: multi-modality, functional clusters, simulation, and parameters. We then turn to two classes of neuroscientific results: (1) Visual and motor mental imagery implies sensory-motor simulation using the same brain resources as in observation and action. (2) Detailed results concerning mirror neurons, canonical neurons, and action-location neurons. By applying the four ideas to these results, we show, for the action concept of grasping, that a directly embodied schema for grasping satisfies all nine of the principal criteria for concepts. We argue that a disembodied, symbolic account of the concept of grasping would have to duplicate elsewhere in the brain the complex neural machinery in three parietal-premotor circuits, which is implausible to say the least. We conclude that the action concept of grasping is embodied in the sensory-motor system.



We then go on to show that arguments of the same form apply to all other action concepts, to object concepts, and to abstract concepts with conceptual content that is metaphorical. Finally, we consider Cogs, which are structuring circuits in the sensory-motor system, which normally function as part of sensory-motor operations, but whose neural connections to specific details can be inhibited, allowing them to provide inferential structure to “abstract” concepts. If all this is correct, and we think it is, then abstract reasoning in general exploits the sensory-motor system.


So what? Suppose we are right. What difference does it make?


To begin with, this radically changes the very idea of what a human being is. Rational thought is not entirely separate from what animals can do, because it directly uses sensory-motor bodily mechanisms — the same ones used by non human primates to function in their everyday environments. Rational thought is an exploitation of the normal operations of our bodies. As such, it is also largely unconscious.


Another major consequence concerns language. Language makes use of concepts. Concepts are what words, morphemes, and grammatical constructions express. Indeed, the expression of concepts is primarily what language is about. If we are right, then:

· Language makes direct use of the same brain structures used in perception and action.

· Language is not completely a human innovation.

· There is no such thing as a “language module.”

· Grammar resides only in the neural connections between concepts and their expression via phonology. That is, grammar is constituted by the connections between conceptual schemas and phonological schemas. Hierarchical grammatical structure is conceptual structure. Linear grammatical structure is phonological. 

· The semantics of grammar is constituted by Cogs — structuring circuits used in the sensory motor system.

· Neither semantics nor grammar is amodal.

· Neither semantics nor grammar is symbolic, in the sense of the theory of formal systems, which consists of rules for manipulating disembodied meaningless symbols.

If we are right, we are just at the beginning of a major revolution in our understanding of thought and language. 
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