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What tasks do we care about?

§ Object detection and classification
§ Semantic segmentation
§ Image captioning
§ Visual question answering
§ Video classification and understanding
§ Image generation
§ …
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Beyond Image Classification



Image Generation



Recall: MNIST Digit Classification

Task specification:
§ Input features: binary pixel values

§ Output: a digit classification (0-9)

Issues with Naïve Bayes classifier:
§ Can overfit to individual pixels

§ Not robust to scaling, movement left/right, etc.
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Convolutional Neural Networks



Convolution in 1D

§ Basic idea: define a new function by averaging over a sliding window
§ Example in one dimension: smoothing



Convolution in 1D

§ Moving average:
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§ Convolution: same idea but with weighted average
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called a filter



Convolution in 1D

§ Filters in one dimension:
§ Box filter: […, 0, 0, 1, 1, 1, 1, 1, 0, 0,…]/5

§ Gaussian filter: […, 0, 0, 1, 4, 6, 4, 1, 0, 0,…]/16



Convolution in 2D

§ Filters in two dimensions: same 
idea but apply over a square 
patch of inputs (often 3x3 or 5x5)

§ Applications:
§ Blurring

§ Sharpening

§ Feature detection

§ …



Convolutional Neural Networks

§ Key idea: learn the filter weights via backprop



Benchmarking on ImageNet



ResNet (He, et al. 2015)

§ Key idea:
§ Want deeper networks with more parameters, 

but training signal becomes weak

§ Add “skip” connections between layers so that 

there are shorter paths between early 

parameters and the final loss function

§ ResNet:

§ 152-layer model for ImageNet

§ Massive improvement over all previous CNN-

based classification models circa 2015
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Image Captioning

a cat standing on a desk



Image Captioning with RNNs



Image Captioning with RNNs + Attention



Image Captioning with Transformers



Image Captioning with Vision Transformers

Need to learn these tokens



Representation Learning



Contrastive Learning



Representation Learning: SimCLR



Representation Learning: SimCLR



Representation Learning: SimCLR

Key idea: take N images, make 2N augmented versions, 

and then try to learn all the pairwise matchings



Representation Learning: CPC

Key idea: treat latent space in image as a sequence of patches 

and learn to predict future patches from previous ones



Autoencoders



Denoising Autoencoder



Variational Autoencoder

https://lilianweng.github.io/posts/2018-08-12-vae/



Generative Adversarial Networks



Generative Adversarial Networks



Diffusion Models



CLIP and DALL-E


