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Abstract

The recent induction of molecular magnets into the field of quantum computing hopefuls has yielded a variety of theoretical possibilities for the implementation of a quantum computer.  Although the vast majority of quantum computing research that has been done on molecular magnets is purely theoretical, most of the current proposals rely on solid experimental observations that reside in both in the classical and quantum domain.  The proposed mechanisms for using molecular magnets as qubits all rely, in part, on the quantum phenomenon of spin tunneling and the interaction of a magnetically anisotropic molecule with external magnetic fields.  This fundamental manipulation leads to the theoretical realization of quantum gates and data storage using Grover’s algorithm.

Introduction
A molecular magnet is a molecule that is typically ferromagnetic or anti-ferromagnetic with an isolated spin center.  Physical candidates for an ideal molecular magnet are evaluated based upon three criteria: (i) The total spin of the isolated system is high. (ii) They are typically large molecules with little intermolecular interaction, utilizing the 
[image: image129.wmf] dipole-dipole interaction. (iii) They exhibit high magnetic anisotropy.  

By far the most significantly studied molecules have been Mn12 and Fe8, each being ferromagnetic with high magnetic anisotropy and total spin S=10, see Figure 1.  The resulting spin states of both Mn12 and Fe8 can be modeled as a double-well potential, which becomes the basis for our further analysis of molecular magnets.  
[image: image2.jpg]



Figure 1 – Fe8 molecular structure.  The central iron atoms each have a spin of 5/2, resulting in a total spin S=10.  The surrounding cloud of atoms exhibits the large size of each molecule. [1]

Molecular Magnets as Qubits: Spin Tunneling
The most promising use of molecular magnets for both data storage and computation is through the exploitation of the quantum phenomenon of spin tunneling, which is well known and has been extensively verified (not in molecular magnets) [1].  The foundation of spin tunneling lies in the high magnetic anisotropy, Sz, of the system, and the resulting double-well potential which can be perturbed with both longitudinal, Hz, and transverse, Hx, magnetic fields, to induce degenerate states that can be manipulated as qubits.  

The application of an external longitudinal magnetic component to the system results in a perturbation of the double potential, see Figure 4, while the presence of an external transverse field is responsible for the spin tunneling effect.  By assuming low temperatures (~1K) to minimize spin-phonon interactions, the single-spin Hamiltonian for molecules like Mn12 and Fe8 becomes [2]:
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Where equations (1), (2), and (3) are the anisotropic, Zeeman (longitudinal external field), and the transverse field components of the Hamiltonian, respectively.  It is sufficient to attribute the presence of spin tunneling to the non-commutability of the 
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 term with the remaining Sz elements of the Hamiltonian.  Hence, each eigenstate 
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 is not stationary and will tunnel through the anisotropic barrier when the state is degenerate with
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 [2].  It is important to note that even in a zero transverse field environment, Mn12 has been shown to still exhibit spin tunneling due to violations of transverse-anisotropic selection rules, indicating the inherent presence of a transverse component [3].
One fascinating aspect of this phenomenon is the appearance of it in the classical regime of magnetic hysteresis, see Figure 2.


[image: image6]
Figure 2 - Magnetization of Mn12 as a function of magnetic field at six different temperatures. The stepped magnetic hysteresis shows relaxation of the field due to magnetization (spin) tunneling. [4]

Grover's Algorithm

Grover's algorithm is a good example of a quantum information processing task that is particularly suited to a molecular magnet based quantum computing system. This algorithm only requires superposition of states as opposed to the superposition and entanglement that is required by other similar processes, such as Shor’s algorithm.

We will be looking at the algorithm’s data search capabilities, though it also has applications in calculating medians and solving NP class problems. The data search routine involves finding a particular eigenfuction or basis state stored within a database of N randomly ordered entries. The state, when measured, yields a unique eigenvalue that holds the information that is required. This particular algorithm is only probabilistic however, so it merely maximizes the probability of finding the desired eigenfunction as opposed to the certainty given by a deterministic algorithm, such as Deutsch-Joscza. 

Classically, this process would involve querying the database, at best once and at worst N times, so on average N/2 times. In other words the classical search scales O(N) and is dependent upon structuring within the database [5]. Grover's algorithm offers an improvement to O(N1/2) and works just as well in a structured database as a disordered one. The improvement in complexity scaling has been shown to be the best possible for such an algorithm. This is because a process that takes T steps is only able to distinguish O(T2) queries. Hence, if 
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 O(N1/2) the number of distinguishable queries will be less than that required by the Grover. This means that some queries can give incorrect results without the final outcome of the algorithm being affected, which means that the final answer is flawed[6].
Grover's algorithm requires that the initial state of the system be in an equal superposition of all the basis states contained within the database. The system state vector would require 
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 qubits to sufficiently describe the space spanned by N database entries. The equal superposition of the states that make up this vector can be written as
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where 
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 is the initial state of the system, 
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 are the basis states of the database and N is the number of entries in the database. Such a superposition can be achieved by the application of an n bit Hadamard gate. As we have no way of knowing the initial state of the system the application of this gate will most likely introduce phase differences within the initialized system. This is due to the action of the Hadamard
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where by a qubit initially in the state 
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 retains the same phase on all of the superposed output states while a qubit initially in the state 
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 suffers the introduction of a phase difference between the superposed output states. However, due to the quantum nature of the algorithm, this makes no difference to the search as complex amplitudes are allowed[5].
The next step in Grover's scheme is the application of two unitary operators, 
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, r(N) times, which will increase the probability of measuring the required information to near unity. The operators are defined as  
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 (when 
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where 
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is the basis vector to be found, 
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 is the identity matrix. The effect of applying 
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 to the state vector is to change the sign of the basis state 
[image: image21.wmf]  

w

 while leaving the sign of all the other states unchanged. The function r(N) is most easily derived by considering the geometric relationship between the system state vector and 
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. The overlap of the two vectors is given by the inner product 
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 . This is as expected as the system was initialized to a superposition of states with equal amplitudes. As the inner product is analogous to the vector dot product it is possible to write this result in the form 


[image: image24.wmf]  

cos

p

2

-

q

(

)

=

sin

q

=

1

N

   
(4)

where 
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 as shown in Figure 3.

An arbitrary n bit vector is moved 
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 closer to the target state with each application of 
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. The whole process is shown graphically in Figure 3.
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Figure 3 – A graphical representation of Grover’s algorithm.  A vector, 
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, in an arbitrary position is rotated by 
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 towards the desired state, 
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. The intermediate position of the rotated vector is shown by the dotted line.[7]

An arbitrary vector in the plane space of Figure 1 can be represented as 
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In general, as r is an integer, it is not possible to exactly rotate the system state vector to 
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.  Therefore, r is set as the integer that most closely satisfies equation (5). This introduces the possibility of a wrong answer, which is given by the square of the amplitude of the 
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Referring back to equation (4,) by making N>>1 
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, the probability of making an incorrect measurement tends to zero as N gets bigger. This approximation can also be applied to equation (5), giving 
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Thus, equation (6) gives the predicted complexity scaling of O(N1/2). 

Grover’s modified algorithm [8] can find a desired database entry in a single query but requires many complicated steps to setup the situation where the query will be correct. This has been demonstrated in the use of Rydberg atoms at the University of Michigan[9].
Reading, Writing And Storing Information In Molecular Magnets


Molecular magnets such as Mn12 have a high spin, typically S = 10. This means that there are 2S + 1 spin eigenstates available. These can be used to encrypt information as qubits. Grover’s algorithm can then be applied to retrieve information stored within a crystal of the molecular magnet. The encoding and decoding of information can be achieved by the control of multi frequency magnetic fields. The spin eigenstates of the  system can be represented by Figure 4. 

[image: image53.emf]
Figure 4 – The semi-classical picture of spins in a Mn12 molecule. A bias magnetic field, 
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,  is applied creating an offset between the two wells. This can be altered in strength so that tunneling between the wells is suppressed or allowed.  The two wells correspond to positive  and negative values of the Z component of the spin and can be manipulated by left hand and right hand circularly polarized magnetic fields respectively. Each spin eigenstate is represented by a horizontal line and transitions between states are represented by the arrows. The eigenstates are not equidistant due to the anisotropic nature of molecular magnets.[10]

For molecular magnets to be used as quantum devices, several initialization conditions must be applied. Firstly, the system must be kept below temperatures of 1 K to prevent spin-phonon interactions. Secondly, the electrons of the molecular magnet must be initialized into the ground state of one of the potential wells. This is achieved by applying a strong magnetic field, HZ in the Z direction. This is equivalent to the magnetic moment of the molecule aligning itself with the field, giving a maximum value. This initialization field can then be reduced to a level such that there is an offset between the two wells. Known as the bias field, this prevents quantum tunneling between quasi-equivalent eigenstates in the two wells i.e. spin flips are suppressed. 

The first step of Grover’s algorithm requires that all states within the system be equally populated. This is achieved by inducing electron transitions between the spin eigenstates at their resonant frequencies. However, due to the fine and hyperfine structure of atoms not all transitions are directly allowed, see Figure 5. To make sure that all transitions occur at a rapid rate, two magnetic fields supplying two different types of photon must be applied. The first is given by 
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where 
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 is the resonant frequency of  each individual transition, t is the time elapsed, 
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 photons. This field is left hand circularly polarized in the x-y plane and can only access the left hand well. The second magnetic field is given by
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where g is the Lande g-factor, 
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 is the field amplitude and 
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 is the resonant frequency that stimulates transitions between hyperfine levels within the same spin eigenstate such that 
[image: image67.wmf]  

D

m

=

0

. These transitions, caused by 
[image: image68.wmf]  

p

 photons, are known as 
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 transitions and they allow the 
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 transitions to occur. The frequencies and amplitudes of these fields are determined by perturbation theory. The non-equidistant nature of the energy levels in a molecular magnet mean that  each transition requires its own individual magnetic field. However, this can be advantageous in that the photons supplied by frequencies not relating to a specific transition can have no effect as they mismatch the energy gaps of transitions other than their own.

[image: image71.emf]
Figure 5 – Transitions between spin eigenstates are governed by the fine and hyperfine structure of atomic energy levels. These arise from the coupling of the angular momentum magnetic moment with the magnetic field and the coupling of the nuclear magnetic moment with the same field. The blue arrows represent 
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 transitions would not be possible.[10]

Data read-in is controlled by equation (7). Each transition-specific frequency adds a phase of either 0 or 
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 to the relevant eigenstate. This, in combination with equation (8), leads to the population of all states with equal transition probabilities. However, the quantum phase, added by equation (7), encodes 0s and 1s manifested by transition amplitudes of 
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. Using Figure 5 as an example, it is possible to encode the decimal number 13, i.e. binary 1101, by setting the phases 
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 of equation (7) so that (9=(8=(7=0 and (6=(5=(. Where the states m = 9, 8, 7, 6,  5 are equivalent to the binary digits 20, 21, 22, 23, 24. The value of each phase is governed by the number of 
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 photons that are required to reach a specific eigenstate.

Read out of this data is achieved by applying the same two magnetic pulses. However, this time the phases applied to each eigenstate are modified so that the amplitudes of each state are modified by 
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.  For the example in Figure 5 this requires the phase settings (9=(7=(5=0 and (6=(8=(. Which results in amplification of any states that had a negative amplitude and suppression of any states with a positive amplitude. This marked state can now be read out using standard spectroscopy techniques. For example, the magnet could be irradiated with pulses of frequency
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. This would stimulate transitions between populated eigenstates and their neighboring states. These transitions are characteristic, which is due to the non-equidistantly spaced energy levels of molecular magnets. Recording the spectrum of these transitions would enable a user to read the information stored within the molecular magnet.  
So each well can store 
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 states, which means that if both wells are utilized numbers between 0 and 
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 can be stored. For a typical S=10 Mn12 molecule this is equivalent to numbers between 0 and 
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, where M is the number of distinguishable phases. Access times for this data can be estimated by considering the constraints upon the magnetic pulse lengths, T, required to read and write data. That is 
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 is the lifetime of a spin eigenstate. These conditions give a clock speed of approximately 10 GHz i.e. a read in-read out time of 1-9 seconds. [10]
The advantages of molecular magnets in this application are that each molecule is an identical, independent copy of one another. Hence a crystal of a molecular magnet benefits from the ensemble amplification of spin. This makes measurement and manipulation of the system easier. In addition, molecular magnet crystals of only 10 
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m in length can be grown naturally with great ease. 

Disadvantages are numerous and include the low temperature operating requirements and  the need for  control of 
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 frequencies. Most significantly is that fact that the total spins in the molecules cannot be scaled arbitrarily high due to a loss of quantum coherence. This limits that maximum size of numbers that can be stored within each molecule.

DiVincenzo Criteria

Identifiable Qubits

One realization of qubits in a system of molecular magnets can be achieved by isolating small clusters, where the qubits are identifiable through their spatial location [12].  The necessary requirement for this criteria is minimal interaction between the isolated systems.  Experimentally, of course, the manipulation of magnetic fields on one system will most likely affect a neighboring system.
Initialization

The preparation of a magnetic cluster of qubits is heavily dependent on the temperature of the system.  Initialization of the a magnetic molecule system must be done at temperatures less than the energy gap between the ground and first excited state [11], to prevent spin-phonon interactions and thermally assisted resonant tunneling.  Sensitive quantum effects, such as spin tunneling, require temperatures on the order of ~1K.  Additionally, the rate of thermally assisted tunneling can be modeled with the Arrhenius equation, which is proportional to
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[3]. The application of a strong static longitudinal magnetic field will allow the initialization of spin qubits [12].

Measurement

Directly measuring the spin of a molecular magnet such as Mn12 and Fe8 is not technology feasible currently.  In 2001, limitations on the sensitivity of microSQUIDs allowed the direct measurement of spins down to the scale of S=10,000 [13].  Single spin S=1/2 has recently been detected using MRFM, however, the sensitivity of the measurement is not yet able to determine whether the state originated as spin-up or spin-down [12]. 

Decoherence

The manipulation of spin states and the ability to maintain a two-fold degeneracy of the system is dependent on the magnetic relaxation, which is strongly influenced by spin tunneling, see Figure 2. Relaxation times play a significant role in the realization of molecular magnets for data-storage, and reduced relaxation times result from resonant spin tunneling, see Figure 6.  Clearly, the magnetic relaxation times are sufficient to store and compute information effectively.
[image: image94.emf]
Figure 6 - Plot of calculated relaxation time
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as function of magnetic field Hz at T=1.9 K. [11]

Quantum Gates

The realization of single qubit gates can be performed by producing Rabi oscillations between the ground and first excited states.  The application of a resonant pulse can produce a rotation about an axis in the x – y, and hence the z – directions [13]. 

Implementation of a two-qubit logic gate has been recently proposed by manipulating the exchange interactions of dimerized single-molecule magnets of [Mn4]2 [14].  Each of the Mn4 units is modeled as having anisotropic spin of S = 9/2 with transverse exchange interactions ignored, and the ground state and the three low lying excited states have been chosen as the computational basis.  The dimer properties of the molecule are simplified to allow every eigenstate to be labeled as two quantum numbers (m1, m2) each with values mi = 9/2 , 7/2, … , -7/2, -9/2.  By applying an oscillating time-dependent transverse field, equation (7), and ignoring the phase applied to each eigenstate 
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 between eigenstates, for example (9/2, 9/2) and (-9/2, 9/2), can be tuned to allow specific transitions.  For this particular model, the resonant frequency between the (9/2, m2) and (-9/2, m2) are different when exchange interactions are accounted for, see Figure 7. 
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Figure 7 – Energy levels and resonant transition frequencies without,
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is the energy shift due to exchange interactions. [11]
It can be shown [14] that the application of a 
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 pulse transverse magnetic field at the resonant transition frequency
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 can effectively generate a controlled-NOT logic gate.  By assuming that the m1 states of 9/2 and -9/2 are
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 respectively, and the m2 states of 9/2 and 7/2 are
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respectively, our two-qubit gate is generated by the transition of our second qubit, m2, from the 9/2 to the 7/2 state, see Table 1.

[image: image109.emf]
Table 1 – An example of physical quantum states and their corresponding quantum logic states.  By applying a 
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 pulse transverse magnetic field at the resonant transition frequency
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 the transition is consistent with a controlled-NOT gate. [11]

Criticisms

Implementation of molecular magnets as quantum computers is purely theoretical with current technological limitations.  Experimental research papers on the use of molecular magnets for quantum computing are few and far between with the vast majority examining physical properties of systems.  Clearly, it is incorrect to make the assumption that the experimental community has not kept up their end of the bargain.  Rather, it would be fair to assume that technological limitations in the measurement and initialization of molecular magnets, specifically the sensitivity of quantum effects such as spin tunneling, would be the reason for the lack of experimental manipulations.  In addition, the extreme temperature dependence of almost all of the characteristics of a molecular magnet qubit prohibit the practicality of an all purpose quantum computing procedure through this method.  

This paper was composed in two parts, with Addison Huegel responsible for the Abstract, Introduction, Spin Tunneling, DiVincenzo Criteria, and final Criticisms, and Richard Cresswell responsible for Grover’s Algorithm and Reading, Writing, and Storing Information in Molecular Magnets.  Thanks for your time. 
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