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Will broadly follow Midterm1 format:
   mix of short and longer questions

Prep/Exam Strategy:
   plan out sequence of questions...
   solve problems with a time bound

Proofs, algorithms, properties.
   Some mild calculation (no calculators needed though!).

Be familiar with Midterm1 topics... but MT2 will focus on Notes 6-14.
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**Property 1:** Any degree \( d \) polynomial over a field has at most \( d \) roots.

Proof Idea: Any polynomial with roots \( r_1, \ldots, r_k \) written as \((x - r_1) \cdots (x - r_k) Q(x)\) using polynomial division. Degree at least the number of roots.

**Property 2:** There is exactly 1 polynomial of degree \( \leq d \) with arithmetic modulo prime \( p \) that contains any \( d + 1 \) points \((x_1, y_1), \ldots, (x_{d+1}, y_{d+1})\) with \( x_i \) distinct.

Proof Ideas: Lagrange Interpolation gives existence. Property 1 gives uniqueness.
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\]

\[
a_{n+k-1}(2)^{n+k-1} + \cdots a_0 \equiv R(2)((2)^k + b_{k-1}(2)^{k-1} \cdots b_0) \pmod{p}
\]

\[
\vdots
\]

\[
a_{n+k-1}(m)^{n+k-1} + \cdots a_0 \equiv R(m)((m)^k + b_{k-1}(m)^{k-1} \cdots b_0) \pmod{p}
\]

..and \( n+2k \) unknown coefficients of \( Q(x) \) and \( E(x) \)!

Solve for coefficients of \( Q(x) \) and \( E(x) \).

Find \( P(x) = Q(x)/E(x) \).
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$f : \mathbb{R}^+ \rightarrow [0, 1]$. 

$$f(x) = \begin{cases} 
  x + \frac{1}{2} & 0 \leq x \leq 1/2 \\
  \frac{1}{4x} & x > 1/2 
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$f : \mathbb{R}^+ \rightarrow [0, 1]$.

$$f(x) = \begin{cases} 
  x + \frac{1}{2} & 0 \leq x \leq 1/2 \\
  \frac{1}{4x} & x > 1/2
\end{cases}$$

One to one. $x \neq y$

If both in $[0, 1/2]$, a shift $\implies f(x) \neq f(y)$.

If neither in $[0, 1/2]$ different mult inverses $\implies f(x) \neq f(y)$.

If one is in $[0, 1/2]$ and one isn’t, different ranges $\implies f(x) \neq f(y)$.

Bijection!

$[0, 1]$ is same cardinality as nonnegative reals!
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All countably infinite sets are the same cardinality as each other.
Countable.

Definition: $S$ is **countable** if there is a bijection between $S$ and some subset of $\mathbb{N}$. 
Countable.

Definition: \( S \) is **countable** if there is a bijection between \( S \) and some subset of \( N \).

If the subset of \( N \) is finite, \( S \) has finite **cardinality**.
Definition: $S$ is **countable** if there is a bijection between $S$ and some subset of $\mathbb{N}$.

If the subset of $\mathbb{N}$ is finite, $S$ has finite **cardinality**.

If the subset of $\mathbb{N}$ is infinite, $S$ is **countably infinite**.
Definition: $S$ is **countable** if there is a bijection between $S$ and some subset of $N$.

If the subset of $N$ is finite, $S$ has finite **cardinality**.

If the subset of $N$ is infinite, $S$ is **countably infinite**.

Bijection to or from natural numbers implies countably infinite.
Countable.

Definition: $S$ is **countable** if there is a bijection between $S$ and some subset of $\mathbb{N}$.

If the subset of $\mathbb{N}$ is finite, $S$ has finite **cardinality**.

If the subset of $\mathbb{N}$ is infinite, $S$ is **countably infinite**.

Bijection to or from natural numbers implies countably infinite.

Enumerable means countable.
Definition: \( S \) is **countable** if there is a bijection between \( S \) and some subset of \( N \).

If the subset of \( N \) is finite, \( S \) has finite **cardinality**.

If the subset of \( N \) is infinite, \( S \) is **countably infinite**.

Bijection to or from natural numbers implies countably infinite.

Enumerable means countable.

Subset of countable set is countable.
Definition: $S$ is **countable** if there is a bijection between $S$ and some subset of $N$.

If the subset of $N$ is finite, $S$ has finite **cardinality**.

If the subset of $N$ is infinite, $S$ is **countably infinite**.

Bijection to or from natural numbers implies countably infinite.

Enumerable means countable.

Subset of countable set is countable.

All countably infinite sets are the same cardinality as each other.
Examples

Countably infinite (same cardinality as naturals)

- \( E \) even numbers.
Examples

Countably infinite (same cardinality as naturals)

- $E$ even numbers.
  Where are the odds?
Examples

Countably infinite (same cardinality as naturals)

- $E$ even numbers.
  Where are the odds? Half as big?
Examples

Countably infinite (same cardinality as naturals)

- $E$ even numbers.
  Where are the odds? Half as big?
  Bijection: $f(e) = e/2$. 
Countably infinite (same cardinality as naturals)

- $E$ even numbers.
  Where are the odds? Half as big?
  Bijection: $f(e) = e/2$.

- $Z$ - all integers.
Examples

Countably infinite (same cardinality as naturals)

- $E$ even numbers.
  Where are the odds? Half as big?
  Bijection: $f(e) = e/2$.

- $Z$- all integers.
  Twice as big?
Examples

Countably infinite (same cardinality as naturals)

► $E$ even numbers.
   Where are the odds? Half as big?
   Bijection: $f(e) = e/2$.

► $Z$ - all integers.
   Twice as big?
   Enumerate: 0,
Countably infinite (same cardinality as naturals)

- $E$ even numbers.
  Where are the odds? Half as big?
  Bijection: $f(e) = e/2$.

- $Z$ - all integers.
  Twice as big?
  Enumerate: 0, −1,
Examples

Countably infinite (same cardinality as naturals)

- $E$ even numbers.
  Where are the odds? Half as big?
  Bijection: $f(e) = e/2$.

- $Z$: all integers.
  Twice as big?
  Enumerate: 0, −1, 1,
Countably infinite (same cardinality as naturals)

- $E$ even numbers.
  Where are the odds? Half as big?
  Bijection: $f(e) = e/2$.
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- $E$ even numbers.
  Where are the odds? Half as big?
  Bijection: $f(e) = e/2$.

- $Z$ - all integers.
  Twice as big?
  Enumerate: 0, $-1$, $1$, $-2$, $2$...
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  Enumerate: list 0, positive and negative. How?
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Diagonalization: power set of Integers.

The set of all subsets of $N$. Assume is countable.
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</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>...</td>
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\multicolumn{1}{c|}{} & P_1 & P_2 & P_3 & \ldots \\
\hline
P_1 & H & H & L & \ldots \\
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\end{array}
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<table>
<thead>
<tr>
<th></th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>...</td>
</tr>
<tr>
<td>$P_2$</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>...</td>
</tr>
<tr>
<td>$P_3$</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>...</td>
</tr>
<tr>
<td>...</td>
<td>:</td>
<td>:</td>
<td>:</td>
<td>:</td>
</tr>
</tbody>
</table>

Halt - diagonal.
Turing - is **not** Halt.
and is different from every $P_i$ on the diagonal.
Turing is not on list. Turing is not a program.
Turing can be constructed from Halt.
Halt does not exist!
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Does a program halt in 1000 steps? Decidable! Just run it for 1000 steps and see if it terminates.
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3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.
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\[
\begin{array}{c}
\cdots \\
\bigtriangleup \\
\cdots \\
\end{array}
\]

3 card Poker deals: $52 \times 51 \times 50 = \frac{52!}{49!}$. First rule.
Poker hands: $\Delta$?

Hand: $Q, K, A$.
$\Delta = 3 \times 2 \times 1$
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\[
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3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.
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Hand: \( Q, K, A. \)
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Poker hands: $\Delta$?
  - **Hand:** Q, K, A.
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Choose $k$ out of $n$.
  - Ordered set: $\frac{n!}{(n-k)!}$
  - What is $\Delta$? $k!$ First rule again.
Example: visualize.

First rule: \( n_1 \times n_2 \cdots \times n_3 \). Product Rule.

Second rule: when order doesn’t matter divide..when possible.

\[
\begin{array}{c}
\Delta \\
\hline
3 \text{ card Poker deals: } 52 \times 51 \times 50 = \frac{52!}{49!}. \text{ First rule.} \\
\text{Poker hands: } \Delta ? \\
\text{Hand: } Q, K, A. \\
\text{Deals: } Q, K, A, Q, A, K, K, A, Q, K, A, Q, A, K, Q, A, Q, K. \\
\Delta = 3 \times 2 \times 1 \text{ First rule again.} \\
\text{Total: } \frac{52!}{49!3!} \text{ Second Rule!} \\
\end{array}
\]

Choose \( k \) out of \( n \).

Ordered set: \( \frac{n!}{(n-k)!} \)

What is \( \Delta ? \) \( k! \) First rule again.

\[ \Longrightarrow \text{ Total: } \frac{n!}{(n-k)!k!} \]
Example: visualize.

**First rule:** \( n_1 \times n_2 \cdots \times n_3 \). **Product Rule.**

**Second rule:** when order doesn’t matter divide when possible.

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.

Poker hands: \( \Delta \)?

- **Hand:** Q, K, A.
- **Deals:** Q, K, A, Q, A, K, K, A, Q, K, A, Q, A, K, Q, A, Q, K.

\( \Delta = 3 \times 2 \times 1 \) First rule again.

Total: \( \frac{52!}{49!3!} \) Second Rule!

Choose \( k \) out of \( n \).

- Ordered set: \( \frac{n!}{(n-k)!} \)
- What is \( \Delta \)? \( k! \) First rule again.

\[ \implies \text{Total:} \quad \frac{n!}{(n-k)!k!} \] Second rule.
Example: visualize.

First rule: \( n_1 \times n_2 \cdots \times n_3 \). **Product Rule.**

Second rule: when order doesn’t matter divide..when possible.

3 card Poker deals: \( 52 \times 51 \times 50 = \frac{52!}{49!} \). First rule.

Poker hands: \( \Delta \)?

Hand: \( Q, K, A \).


\( \Delta = 3 \times 2 \times 1 \) First rule again.

Total: \( \frac{52!}{49!3!} \), Second Rule!

Choose \( k \) out of \( n \).

Ordered set: \( \frac{n!}{(n-k)!} \)

What is \( \Delta \)? \( k! \) First rule again.

\( \Rightarrow \) Total: \( \frac{n!}{(n-k)!k!} \), Second rule.
$k$ Samples with replacement from $n$ items: $n^k$. 

**Count using first rule and second rule.**

Sample without replacement and order doesn't matter:

\[
\binom{n}{k} = \frac{n!}{(n-k)!k!}
\]

Sample without replacement:

\[
\frac{n!}{(n-k)!}
\]

Sample with replacement and order doesn't matter:

\[
\binom{k+n-1}{k} = \binom{n+k-1}{k}
\]

Count with stars and bars:

how many ways to add up $n$ numbers to get $k$.

Each number is number of samples of type $i$ which adds to total, $k$. 
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Summary.
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$k$ Samples with replacement from $n$ items: $n^k$.
Sample without replacement: $\frac{n!}{(n-k)!}$

Sample without replacement and order doesn’t matter: $\binom{n}{k} = \frac{n!}{(n-k)!k!}$.
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(Count using first rule and second rule.)

Sample with replacement and order doesn’t matter: $\binom{k+n-1}{n-1}$.

Count with stars and bars:
how many ways to add up $n$ numbers to get $k$. 
$k$ Samples with replacement from $n$ items: $n^k$.
Sample without replacement: $\frac{n!}{(n-k)!}$

Sample without replacement and order doesn’t matter: $\binom{n}{k} = \frac{n!}{(n-k)!k!}$.
“$n$ choose $k$”
(Count using first rule and second rule.)

Sample with replacement and order doesn’t matter: $\binom{k+n-1}{n-1}$.
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Each number is number of samples of type $i$
Summary.

$k$ Samples with replacement from $n$ items: $n^k$.
Sample without replacement: \( \frac{n!}{(n-k)!} \)

Sample without replacement and order doesn’t matter: \( \binom{n}{k} = \frac{n!}{(n-k)!k!} \).
“$n$ choose $k$”
(Count using first rule and second rule.)

Sample with replacement and order doesn’t matter: \( \binom{k+n-1}{n-1} \).

Count with stars and bars:
- how many ways to add up $n$ numbers to get $k$.
- Each number is number of samples of type $i$ which adds to total, $k$. 
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Sum Rule: For disjoint sets $S$ and $T$, $|S \cup T| = |S| + |T|$

Example: How many permutations of $n$ items start with 1 or 2? $1 \times (n-1)! + 1 \times (n-1)!$

Inclusion/Exclusion Rule: For any $S$ and $T$,

$|S \cup T| = |S| + |T| - |S \cap T|$.

Example: How many 10-digit phone numbers have 7 as their first or second digit?

$S = $ phone numbers with 7 as first digit.
Simple Inclusion/Exclusion

**Sum Rule:** For disjoint sets $S$ and $T$, $|S \cup T| = |S| + |T|$

**Example:** How many permutations of $n$ items start with 1 or 2? $1 \times (n-1)! + 1 \times (n-1)!$

**Inclusion/Exclusion Rule:** For any $S$ and $T$, $|S \cup T| = |S| + |T| - |S \cap T|$.

**Example:** How many 10-digit phone numbers have 7 as their first or second digit?
$S = \text{phone numbers with 7 as first digit.} \quad |S| = 10^9$
Simple Inclusion/Exclusion

**Sum Rule:** For disjoint sets $S$ and $T$, $|S \cup T| = |S| + |T|$

**Example:** How many permutations of $n$ items start with 1 or 2?
$1 \times (n - 1)! + 1 \times (n - 1)!$

**Inclusion/Exclusion Rule:** For any $S$ and $T$,
$|S \cup T| = |S| + |T| - |S \cap T|$

**Example:** How many 10-digit phone numbers have 7 as their first or second digit?
$S = $ phone numbers with 7 as first digit. $|S| = 10^9$
$T = $ phone numbers with 7 as second digit.
Simple Inclusion/Exclusion

**Sum Rule:** For disjoint sets $S$ and $T$, $|S \cup T| = |S| + |T|$

**Example:** How many permutations of $n$ items start with 1 or 2? $1 \times (n-1)! + 1 \times (n-1)!$

**Inclusion/Exclusion Rule:** For any $S$ and $T$, $|S \cup T| = |S| + |T| - |S \cap T|$.

**Example:** How many 10-digit phone numbers have 7 as their first or second digit?

$S = \text{phone numbers with 7 as first digit.} \quad |S| = 10^9$

$T = \text{phone numbers with 7 as second digit.} \quad |T| = 10^9$. 
Simple Inclusion/Exclusion

**Sum Rule:** For disjoint sets $S$ and $T$, $|S \cup T| = |S| + |T|$

**Example:** How many permutations of $n$ items start with 1 or 2? 
$1 \times (n - 1)! + 1 \times (n - 1)!$

**Inclusion/Exclusion Rule:** For any $S$ and $T$, 
$|S \cup T| = |S| + |T| - |S \cap T|.$

**Example:** How many 10-digit phone numbers have 7 as their first or second digit? 
$S = $ phone numbers with 7 as first digit. $|S| = 10^9$
$T = $ phone numbers with 7 as second digit. $|T| = 10^9.$
$S \cap T = $ phone numbers with 7 as first and second digit.
Simple Inclusion/Exclusion

**Sum Rule:** For disjoint sets $S$ and $T$, $|S \cup T| = |S| + |T|$

**Example:** How many permutations of $n$ items start with 1 or 2? $1 \times (n - 1)! + 1 \times (n - 1)!$

**Inclusion/Exclusion Rule:** For any $S$ and $T$, $|S \cup T| = |S| + |T| - |S \cap T|$.

**Example:** How many 10-digit phone numbers have 7 as their first or second digit?

$S = $ phone numbers with 7 as first digit. $|S| = 10^9$

$T = $ phone numbers with 7 as second digit. $|T| = 10^9$.

$S \cap T = $ phone numbers with 7 as first and second digit. $|S \cap T| = 10^8$. 
Simple Inclusion/Exclusion

**Sum Rule:** For disjoint sets $S$ and $T$, $|S \cup T| = |S| + |T|$

**Example:** How many permutations of $n$ items start with 1 or 2? $1 \times (n-1)! + 1 \times (n-1)!$

**Inclusion/Exclusion Rule:** For any $S$ and $T$,

$|S \cup T| = |S| + |T| - |S \cap T|$. 

**Example:** How many 10-digit phone numbers have 7 as their first or second digit?

$S =$ phone numbers with 7 as first digit. $|S| = 10^9$

$T =$ phone numbers with 7 as second digit. $|T| = 10^9$.

$S \cap T =$ phone numbers with 7 as first and second digit. $|S \cap T| = 10^8$.

**Answer:** $|S| + |T| - |S \cap T| = 10^9 + 10^9 - 10^8$. 
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**Proof:** How many size \( k \) subsets of \( n+1 \)? \( \binom{n+1}{k} \).
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Combinatorial Proofs.

**Theorem:** $\binom{n+1}{k} = \binom{n}{k} + \binom{n}{k-1}$.

**Proof:** How many size $k$ subsets of $n+1$? $\binom{n+1}{k}$.
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Combinatorial Proofs.

**Theorem:** \( \binom{n+1}{k} = \binom{n}{k} + \binom{n}{k-1} \).

**Proof:** How many size \( k \) subsets of \( n+1 \) are there? \( \binom{n+1}{k} \).

How many size \( k \) subsets of \( n+1 \)?

How many contain the first element?

Chose first element, need to choose \( k-1 \) more from remaining \( n \) elements.

\[ \Rightarrow \binom{n}{k-1} \]

How many don't contain the first element?

Need to choose \( k \) elements from remaining \( n \) elts.

\[ \Rightarrow \binom{n}{k} \]

So, \( \binom{n}{k-1} + \binom{n}{k} = \binom{n+1}{k} \). \qed
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