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Any program is a fixed length string. Fixed length strings are enumerable. Program halts or not any input, which is a string.

<table>
<thead>
<tr>
<th></th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>...</td>
</tr>
<tr>
<td>$P_2$</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>...</td>
</tr>
<tr>
<td>$P_3$</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>...</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
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Any program is a fixed length string. Fixed length strings are enumerable. Program halts or not any input, which is a string.

<table>
<thead>
<tr>
<th></th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$\ldots$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$P_2$</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$P_3$</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
</tbody>
</table>

Halt - diagonal.
Another view of proof: diagonalization.

Any program is a fixed length string.  
Fixed length strings are enumerable.  
Program halts or not any input, which is a string.

<table>
<thead>
<tr>
<th></th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$\ldots$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$P_2$</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$P_3$</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
</tbody>
</table>

Halt - diagonal.  
Turing - is not Halt.
Another view of proof: diagonalization.

Any program is a fixed length string. Fixed length strings are enumerable. Program halts or not any input, which is a string.

<table>
<thead>
<tr>
<th></th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$\cdots$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>$P_2$</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>$\cdots$</td>
</tr>
<tr>
<td>$P_3$</td>
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<td>H</td>
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<td>$\ddots$</td>
</tr>
</tbody>
</table>
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Any program is a fixed length string. Fixed length strings are enumerable. Program halts or not any input, which is a string.
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<tr>
<th></th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>...</th>
</tr>
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<tr>
<td>$P_1$</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>...</td>
</tr>
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<td>$P_2$</td>
<td>L</td>
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<td>...</td>
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Another view of proof: diagonalization.

Any program is a fixed length string.  
Fixed length strings are enumerable.  
Program halts or not any input, which is a string.

\[
\begin{array}{cccc}
  & P_1 & P_2 & P_3 & \cdots \\
\hline
P_1 & H & H & L & \cdots \\
P_2 & L & L & H & \cdots \\
P_3 & L & H & H & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}
\]

Halt - diagonal.  
Turing - is not Halt.  
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Turing is not on list. Turing is not a program.
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Any program is a fixed length string. Fixed length strings are enumerable. Program halts or not any input, which is a string.

<table>
<thead>
<tr>
<th>P₁</th>
<th>P₂</th>
<th>P₃</th>
<th>…</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>H</td>
<td>L</td>
<td>…</td>
</tr>
<tr>
<td>L</td>
<td>L</td>
<td>H</td>
<td>…</td>
</tr>
<tr>
<td>L</td>
<td>H</td>
<td>H</td>
<td>…</td>
</tr>
<tr>
<td>:</td>
<td>:</td>
<td>:</td>
<td>:</td>
</tr>
</tbody>
</table>

Halt - diagonal.
Turing - is **not** Halt.
and is different from every \( P_i \) on the diagonal. Turing is not on list. Turing is not a program. Turing can be constructed from Halt.
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Any program is a fixed length string. Fixed length strings are enumerable. Program halts or not any input, which is a string.
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<tr>
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<th>$P_1$</th>
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<th>$P_3$</th>
<th>$\cdots$</th>
</tr>
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<td>$P_1$</td>
<td>H</td>
<td>H</td>
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<td>$\cdots$</td>
</tr>
<tr>
<td>$P_2$</td>
<td>L</td>
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<td>$\cdots$</td>
</tr>
<tr>
<td>$P_3$</td>
<td>L</td>
<td>H</td>
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<td>$\cdots$</td>
</tr>
<tr>
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<td>$\vdots$</td>
</tr>
</tbody>
</table>

Halt - diagonal.
Turing - is not Halt.

and is different from every $P_i$ on the diagonal.
Turing is not on list. Turing is not a program.
Turing can be constructed from Halt.
Halt does not exist!
Another view of proof: diagonalization.

Any program is a fixed length string.  
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<td>L</td>
<td>H</td>
<td>H</td>
<td>...</td>
</tr>
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<td></td>
<td>:</td>
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<td>...</td>
</tr>
</tbody>
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Halt - diagonal.  
Turing - is not Halt.  
and is different from every $P_i$ on the diagonal.  
Turing is not on list. Turing is not a program.  
Turing can be constructed from Halt.  
Halt does not exist!
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Have \textit{Text} that is the program \textit{TURING}. 

Here it is!!

\begin{align*}
\text{Turing}(P) \\
1. & \text{If } \text{HALT}(P, P) = \text{"halts"}, \text{ then go into an infinite loop.} \\
2. & \text{Otherwise, halt immediately.}
\end{align*}

\text{Turing "diagonalizes" on list of program.}

\( \Rightarrow \) \text{HALT is not a program.}
Proof play by play.
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Proof play by play.

Assumed HALT($P, I$) existed.

What is $P$? Text.
What is $I$? Text.

What does it mean to have a program HALT($P, I$).
   You have Text that is the program HALT($P, I$).

Have Text that is the program TURING.
Here it is!!

Turing($P$)
1. If HALT($P, P$) = “halts”, then go into an infinite loop.
Proof play by play.

Assumed HALT\((P, I)\) existed.

What is \(P\)? Text.
What is \(I\)? Text.

What does it mean to have a program HALT\((P, I)\).
You have Text that is the program HALT\((P, I)\).

Have Text that is the program TURING.
Here it is!!

\text{Turing}(P)

1. If HALT\((P,P)\) = “halts”, then go into an infinite loop.
2. Otherwise, halt immediately.
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What is $I$? Text.

What does it mean to have a program $\text{HALT}(P,I)$.

You have Text that is the program $\text{HALT}(P,I)$.

Have Text that is the program TURING.
Here it is!!

$\text{Turing}(P)$

1. If $\text{HALT}(P,P) =$“halts”, then go into an infinite loop.
2. Otherwise, halt immediately.

Turing “diagonalizes” on list of program.
Proof play by play.

Assumed $\text{HALT}(P, I)$ existed.

What is $P$? Text.
What is $I$? Text.

What does it mean to have a program $\text{HALT}(P, I)$.
You have Text that is the program $\text{HALT}(P, I)$.

Have Text that is the program $\text{TURING}$.
Here it is!!

$\text{Turing}(P)$

1. If $\text{HALT}(P, P) =$“halts”, then go into an infinite loop.
2. Otherwise, halt immediately.

$\text{Turing}$ “diagonalizes” on list of program.
Proof play by play.

Assumed $\text{HALT}(P, I)$ existed.

What is $P$? Text.
What is $I$? Text.

What does it mean to have a program $\text{HALT}(P, I)$.

You have Text that is the program $\text{HALT}(P, I)$.

Have Text that is the program $\text{TURING}$.
Here it is!!

$\text{Turing}(P)$

1. If $\text{HALT}(P,P) =$“halts”, then go into an infinite loop.
2. Otherwise, halt immediately.

$\text{Turing}$ “diagonalizes” on list of program.
It is not a program!!!!
Proof play by play.

Assumed \( \text{HALT}(P, I) \) existed.

What is \( P \)? Text.
What is \( I \)? Text.

What does it mean to have a program \( \text{HALT}(P, I) \).
You have Text that is the program \( \text{HALT}(P, I) \).

Have Text that is the program TURING. Here it is!!

\[ \text{Turing}(P) \]
\[ \begin{align*}
1. & \quad \text{If } \text{HALT}(P,P) = \text{“halts”}, \text{ then go into an infinite loop.} \\
2. & \quad \text{Otherwise, halt immediately.}
\end{align*} \]

Turing “diagonalizes” on list of program. It is not a program!!!!

\[ \Rightarrow \text{HALT is not a program.} \]
Proof play by play.

Assumed $\text{HALT}(P, I)$ existed.

What is $P$? Text.
What is $I$? Text.

What does it mean to have a program $\text{HALT}(P, I)$.
You have $Text$ that is the program $\text{HALT}(P, I)$.

Have $Text$ that is the program TURING.
Here it is!!

$\text{Turing}(P)$
1. If $\text{HALT}(P,P) = \text{halts}$, then go into an infinite loop.
2. Otherwise, halt immediately.

Turing “diagonalizes” on list of program.
It is not a program!!!!

$\implies$ $\text{HALT}$ is not a program.
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Involved with computing labs through the 40s.
Church, Gödel and Turing.

Church proved an equivalent theorem. (Previously.)
Church, Gödel and Turing.

Church proved an equivalent theorem. (Previously.)
Used $\lambda$ calculus....
Church, Gödel and Turing.

Church proved an equivalent theorem. (Previously.)

Used \( \lambda \) calculus....which is...

Gödel: Incompleteness theorem.

Any formal system either is inconsistent or incomplete.
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We can’t get enough of building more Turing machines.
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Is there an integer solution to $x^n + y^n = 1$?
(Diophantine equation.)
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This "problem" is not undecidable.

Undecidability for Diophantine set of equations

$\Rightarrow$ no program can take any set of integer equations and always correctly output whether it has an integer solution.
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