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The Impact of Tolerance on Kill Ratio Estimation
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Abstract—Spatially correlating in-line inspection data and post- Two useful metrics typically used in analyzing overlay anal-
process electrical test data is an effective approach for estimating ysis data are the kill ratio, which is defined as the increased
the yield impact of different defect types and/or process steps. An chance of a structure being rejected when a defect of type

estimator for the probability that a particular type of defect kills . . - - 7T
an electrically testable structure, the kill ratio, has been described is present relative to the baseline yield, and the defect limited

in the literature. This estimator may be used to predict the yield Yi€ld, which is defined as the upper limit for circuit yield which
impact immediately after inspection, providing a number of ben- would be obtained if a particular visual defect type were the

efits. It may also be used to generate a yield loss pareto by defectonly factor limiting the overall yield [3]. Defect types are often
type. This paper introduces a new estimator for the kill ratio, which broken down by inspection step but may also be broken down

takes into account the impact of tolerance, a parameter setting the N . . .
maximum distance bethen a defect and s?ructure under WghiCh by defect characteristics. The following estimators for the Kill

they are considered spatially correlated. This estimator was devel- ratio, K R}, and defect limited yield..Y;'"*, for a defect of type
oped for memory (bitmap) data, where the tolerance is very large i, denotedi;, are defined in the literature [3]

relative to the size of the structure. The tolerance is often increased )

to accommodate for misalignment between inspection tool sets and lit 1 —

the electrical data. The problem with increasing the tolerance is KR =1- 1 phit 1)
that the chance of coincidental correlation between failed bits and it p lit

defects increases as the square of tolerance. Analytical and sim- LY;" =1- P(i)KR, (2)
ulation results are presented to illustrate the danger of using the

existing kil ratio estimator with too large a tolerance or overly Where
sensitive inspection tool recipes. These same results illustrate the

improved performance of the new estimator. Because the number it _ ; _ total good structures witti; observed 3)
of falsely attributed defects adds up over a number of inspections, total structures withl; observed

a small error in the kill ratio estimator can have a major impact on total good structures wher is not observed
the yield loss pareto. plit — 1 _ 9

. ) ) ) total structures wheré; is not observed
Index Terms—Bitmap, kill ratio, overlay of electrical and defect (4)

data, yield loss pareto, yield modeling.

and
|I. INTRODUCTION

total structures withl; observed

P(i) =
total structures

®)

PATIAL correlation of in-line inspection data and
nd-of-line electrical test data, also known as overla

analysis, may be used to identify killer defects and their proceﬁ@e kill rateu* is an estimate of the conditional probability that

step of origination. This information is useful for prioritizing® structure will fail given that defe¢tis present on the structure;

yield improvement efforts, tracking yield loss contributiondhe kill rateb!™* is an estimate of the conditional probability that
by process step or defect type, and predicting yield [1]-[4 structure will fail given that defecis not present on the struc-
Overlay analysis may be applied to any type of eIectricaI@'reqa”dP("') is an estimate of the probat{ility that a defect of
testable structure, including whole product die, comb te§fP€¢ OCCUrs on a structure. The supersctipistands for liter-
structures [5] and individual bits in an array of memory [4]ature. For convenience, (3) and (4) are presented in a simplified
[6], [7]. Application to memory is useful for a number 0fform,where the inspection tools are perfect, i.e., the probability
reasons. First, the chance of defects from different inspectidfi@t @n existing defect is missed is 0, and the probability that a
correlating with the same electrical failure is small even fdfefectis detected although it really does not exist is 0.

very high defect densities due to the small size of a bit of 11iS theory assumes a one-to-one correspondence between

memory. Second, memory is a part of many products aflgfects and electrical structures (i.e., an observed defect will

therefore fabrication of nonrevenue generating test structufdY impactthe electrical structure thatit appears to lie on). This
is not necessary. will be the case for large test structures, but not for memory.

The size of a bit of memory for 0.16m technology is roughly
5 um?, whereas the positional inaccuracy of state-of-the-art
Manuscript received January 22, 2001; revised January 26, 2002. optical inspection tools is much worse. Based on a set of tool
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from a KLA 2138 and a Surfscan AIT may be as much as A A total
75 pm. These values assume the inspection tool recipes are

set up analogously. If different locations for the die origin are tail area hit area area_for_a_
selected (e.g., the middle of the intersection of the two scribe - - hit
lines for one tool and the bottom left corner of the die for

the other tool), th_e positional inaccuracy will be much worse.  \ orea | miss area area_for_a_
Therefore, even if a defect does in fact cause an electrical - - miss

failure, the position on the defect wafer map may beurd
or greater from the location of the failed bit on the electrical total A A total_area
wafer map. Also, the same defect may be identified at multiple
inspections but may similarly be offset from wafer map to
wafer map. Therefore, a new theory is needed to address tg1. Contingency table for determining whether a defect of tyinepacts
situation where each observed defect can correspond to @ist
out of a large number of electrical structures.

To address the issue of positional inaccuracy between inspec-
tion tools and the electrical wafer map, overlay analysis pack-
ages include a parameter called toleran¢8]. The tolerance is @ @

the maximum distance between two events (defect to defect or
defect to electrical failure) to be considered spatially correlated.
When a nonzerois used, an error is introduced infoR.* and
LY}i*, This error is the chance of coincidental correlation (i.e.,

the chance that an unrelated defect is withinttbea failed bit). @_\ \

The error inK R will be shown to be approximately equal to hit_area
the total area withirt of any electrical failure divided by the

total inspected wafer area. This error increases with the square @ x - defect

of ¢ and linearly with the number of electrical failures. W - electrical fallure

A new estimator for kill ratio, which takes into account the
impact oft, is derived in this paper. This estimator is compared
to KR!t for differentt and electrical and physical defect denrig. 2. Example ofd. The area, is shaded. Thiit_area is indicated. The
sities analytically and through simulation. The impact of theggmaining shaded area is theiss_arca.
variables on the yield loss pareto is also quantified.

Il. KILL RATIO

ample wafer map in Fig. 2. The remaining inspected afeds : :

Hall et al. [2] shows how contingency table analysis may be
used to determine whether two variables of classification, the
existence of a defect of typeon a die and the functionality of @
the die, are correlated. For memory, different class variables as
shown in Fig. 1 are appropriate. Let A be defined as all area

within ¢ of a defect of typei. This area is shaded in the ex- n ) _
shaded in Fig. 3 for the same example wafer map. For now, as- .

sume that no two defects are withinf each other. We will look .

at the impact of violating this assumption in a Section VI. Let » area—hfft”-a—
fail_area be the number of electrical failures multiplied by the @ ‘ o defect

area in a circle of radius a tolerance ball. ThOK _area is the ‘ B - electrical failure

remaining area. I, thefail area is equivalent to the number
of hits (defects withint of a failure) multiplied by the area in
a tolerance ball, while th®K _area is the number of misses
(defects not withirt of a failure) multiplied by the areain atol- rig 3. Example off. The areaf, is shaded. Therca for_a_hit is indicated.
erance ball. In4, thefail_area is the area where a hypotheticalThe remaining shaded area is thea_for_a_miss.

defect could land and be withirof an electrical failure, whereas

the OK _area is the area where a hypothetical defect could langhd

without being withint of an electrical failure. b— area_for_a_hit

The independence of versusfail_area may be determined - A )
by comparing

using a Chi-squared statistic. The kill ratés an estimate of the
hit_area probability that a bit withirt of a defect will be dead at electrical
v=T (6) test. The background kill rateis an estimate of the probability
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that a bit will be dead given it is not withihof a defect. (Sim-  In order to demonstrate this estimator, a model is necessary.
ilar notation to reference [3] is adopted to facilitate comparisorhe underlying probabilistic model, which describes the true
to the existing theory. For ease of notation, estimators are mpobcess, will be represented hypodel, pmodel and K pinodel,
notated with hats, since the symbols in this paper are predomiis model will be used in both the simulation and analytical
nantly estimators.) Dependency of these variables indicates thattions.
the presence of a defect changes the likelihood that the struc-
ture upon which it lies will be rejected. In this paper, we will lll. YIELD LOSSPARETO
assume that the inspection tools are perfect. If the classificatio
variablesA andfail_area are dependent, thenandb will have
significantly different values.

The kill ratio K R; can be derived using andb

n order to prioritize yield improvement opportunities, the
yield impact of the different defect types must be compared. A
standard way is through the use of the defect limited yield which
may be expressed similarly to (2) but as a functioa®;

1—u

KRy =1- 13— (®) LY;=1- P()KR;. (15)

This new estimator is similar to (1) but is a functiomoéndb The termP
rather than:'"* andb''*. The Kkill ratew. simplifies tou!t, so the
only difference between kill ratio estimators is theerm. Note
that the estimatoK R!'* was developed for the more general

case where the inspection tools are imperfect in reference [3]. LY, =1- NKR; Eui (16)

The estimatoiX R; can be similarly generalized. total_bits total_bits

Itis not necessary to determine the actual regionsffor,  \yhereF . is the number of electrical failures attributed to defect

hit_area, andarea_for_a_hit to determineu, b, and K R;. In- ; 'pather than generating a paretold¥; for all defect types,

stead, these regions may be quantified by an approximationito;nay be more useful to generate a paretaff since LY;
their area. Firsd and A are calculated

is dependent upon the test structure size. Figm LY; for
any test structure or chip size may easily be determined. The
attributed failures,; may be calculated in a number of ways

(7) may be expressed as the ratio/éfto the total
number of bitgotal_bits, resulting in the following estimate for

A = max(N7t?, N  bit_area) 9)

A =total_area — A
mq
where N is the number of defectsptal_area is the total in- Eai = NKR; = N — 1—b
spected area, andt_area is the area of a single bit. Equation
(9) is an approximation for; for small values of the toler-
ance balls approach the form and size of a bit of memory. This IV. ANALYTICAL COMPARISON TOEXISTING FORMULAS

approximation makes it possible to span from one estimator toTpe new estimatok R; is analytically compared t& R!i* in

another. Generally? will be large compared to the area of a bithjg section. The error in the kill ratio estimate is defined as
Next the defect wafer map is overlaid with the electrical wafer

map to obtain the number of hits missed defectsn,, and KR — KRY _ KR, (18)
missed electrical failures: z ' ' ’

17

and is expressed as a percentage of 1, the maximum possible

ma =N —h (11) value for a kill ratio. The error irF/,; is defined as a percentage
mg =E —h (12)  of the total number of electrical failures
wherek is the total number of bit failures. From these variables, wrer  NKRI* — NKR;
u andarea_for_a_hit are calculated B = 7 . (19)
= h (13) Inthe simulation results that follow, we show that the difference
. N ) ] betweenk R; and K R°d¢!, the true kill rate for defect used
area_for_a hit = max(mpmt”, mpbitarea).  (14) in the model, is much, much smaller than the difference between

ﬁ%R}/“‘ andK R"°de!, Therefore K RS™" and E<I™" are repre-
sentative of the true error i Rt and ELf.

Since a bit covers an extremely small area, even for very high
levels of random yield los#)i* = 0 and

Equation (14) is an approximation since tolerance balls arou
electrical failures could intersect with each other A4r The
background hit raté, is calculated using (7).

Both » andb are bound by 0 and 1. Although in practice
will occasionally be smaller thaln resulting in a negative value
for KR;, it does not make sense that the presence of a defect
should decrease the chance of failure. Theref&r®&, should
also be bound by 0 and 1. Negative value&at; will routinely i
occur when the tru& R; is 0 or very small and are not reasor{zo)'
for concern. Whert is 0,b becomes''* and the expression for error o b(1 —u)

K R; exactly matches( R}*. KRS = =~ (1)

KRt =y, (20)

An expression foi R{™°" may be obtained using (8), (18), and
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TABLE |
ERRORS IN K RL* AND E!i! FOR A RANGE OF VALUES FOR N, E, t, total_area AND K Riedel,
ALL VALUES ARE NORMALIZED TO COUNTS ORAREA PERWAFER

case N E t  totalarea KRP%® h u A area_fora b KR; KRgTor EeTToT
cm cm? cm?  _hit cm?
1 4000 2000 0.015 300 0.0 19 0.005 297 14 0.005 0.0 0.5% 0.9%
2 8000 2000 0.015 300 0.0 38 0.006 294 14 0.005 0.0 0.5% 1.9%
3 4000 4000 0.015 300 0.0 38 0.009 297 2.8 0.009 0.0 0.9% 0.9%
4 4000 2000 0.030 300 0.0 75 0.019 289 5.4 0.019 0.0 1.9% 3.8%
5 4000 2000 0.015 150 0.0 38 0.009 147 14 0.009 0.0 0.9% 1.9%
6 4000 2000 0.015 300 0.1 414 0.103 297 1.1 0.004 0.1 0.3% 0.7%
7 4000 2000 0.015 300 0.2 809 0.202 297 0.8 0.003 0.2 0.2% 0.5%
8 4000 2000 0.015 300 0.3 1205 0.301 297 0.6 0.002 0.3 0.1% 0.3%
9 4000 2000 0.015 300 0.5 2000 0.500 297 0.0 0.000 0.5 0.0% 0.0%
10 8000 2000 0.015 300 0.1 820 0.103 294 0.8 0.003 0.1 0.3% 1.0%
11 4000 4000 0.015 300 0.1 431 0.108 297 2.5 0.01 0.1 0.8% 0.8%
12 4000 2000 0.030 300 0.1 454 0.114 289 4.4 0.02 0.1 1.4% 2.7%
13 4000 2000 0.015 150 0.1 427 0.107 147 1.1 0.01 0.1 0.7% 1.4%
14 3000 1200 0.016 300 0.0 10 0.003 298 1.0 0.0032 0.0 0.3% 0.8%
15 3000 1200 0.016 300 0.1 307 0.102 298 0.7 0.0024 0.1 0.2% 0.5%
16 3000 1200 0.016 300 0.2 604 0.201 298 0.5 0.0016 0.2 0.1% 0.3%
17 6000 2400 0.016 300 0.0 39 0.006 295 1.9 0.0064 0.0 0.6% 1.6%
18 6000 2400 0.016 300 0.1 626 0.104 295 1.4 0.0048 0.1 0.4% 1.1%
19 6000 2400 0.016 300 0.2 1215 0.203 295 1.0 0.0032 0.2 0.3% 0.6%
In the case where defetdoes not affect yieldy andb will The number of hitsh, is calculated by summing the hits due

be identically distributed. For largetal_area, v andb will ap-  to defecti with the random hits
proach their population quantitieg™*°! andb™9°!, There-

. . model, 42
fore, large sample approximations i7" " and ;™" when  ; _ NEKRmodel { ( _ N Rmodel) (A— N K Ripodelrt?) .

defecti does not affect yield are total_area (24)
KRS™r = p = Eftz o Eri? (22) The hits due to defect are approximated usingy K Rmedel,
A total area The kill ratesu andb are calculated using (7) and (13). The
and ) ) estimatork R; and K Re™™" are calculated using (8) and (21).
error o Nmt®  _Nmt™ (23) Lastly, B is calculated using (23).
“ A total area Nineteen different cases are included in Table I. The values

used are at the upper limits of the normal range to depict the
Equation (23) was obtained from (17) and (22). It could just agorst case. Use of @of 150 m is not uncommon to cover for
easily be derived intuitively; it is the percentage of area on thgl possible sources of misalignment as discussed in Section I.
wafer an unrelated electrical failure could fall and be withiri  For all 19 casesK R; exactly predictsk Ri*°“°!. Therefore,
a defect (i.e., coincidentally correlate with a defect). Equatios RS and E¢i*" represent the error il Rli* and Lt
(22) and (23) show thati R{™™" is proportional to the elec-  The first case is the baseline case, which is used for com-
trical defect densityE /total_area, andt?, but is independent parison with the other cases to show the effect of varying the
of N;alsoE;;™" is proportional to the physical defect densitydifferent variables. The variabl R°d¢! is 0; the defects do
N/total_area, andt?, but is independent of. Equations (22) notimpact yield. The estimatok R; equalsk R4 whereas
and (23) may be used to approximate the significance of usirgr!i* equals 0.005, a 0.5% error. The corresponding error in
KR; versusK R, Elt is 0.9%.

Table | compare& R; andE,; to K Ri* andE! for different  Asin case 1K R4l is also O for cases 2-5. In these cases,
values ofN, E, t, andK R™°d°!, Similar to (22) and (23), these the variablesV, E, ¢, andtotal area are changed in turn. The
results represent what would be observed for very large sameftects are as expected based on (22) and (23).
sizes where the variance in the estimators is approximately 0Cases 6-13 show the inaccuracy I6f!* and ELf when
The values in Table | are expressed on a per wafer basis. T&™°! is not equal to zero. Cases 6-9 show that the errors
purpose of this table is to give the reader an idea of the sizedgfcrease a& R°%°! is increased. In the extreme case, case
the error inK R!* and E!if for a set of possible values. 9, all the electrical failures are caused by defiectherefore,



408 IEEE TRANSACTIONS ON SEMICONDUCTOR MANUFACTURING, VOL. 15, NO. 4, NOVEMBER 2002

Randomly place def estimatorE,,; accurately estimates the true number of killer de-
N—— Handomly piace defects fects by level and may be used to interpret the yield loss pareto.
[
pmodel | Determine which bits fail V. SIMULATION
umodel using bModel gng ymodel A simulation was developed to test the performance éx;.
——| This simulation is described in the box diagram in Fig. 4. For
Shift the defect map b this simulation, N, E, andK R"°4°! are specified. A tolerance
arbitrary amounFt) y of 160,m was used for all the simulation experiments reported
T in this paper. First, defects were randomly placed on a lot of
t [ Overlay the defect map 25 wafers, with each wafer consisting of 600 300@+000 bit
| with the electrical map R?ggat memory arrays. This product is a hypothetical example. We as-
- times sume each bitis 2 2 um? so that the entire array is 0.48 ém
4 »Md: ME Atotal of 25* N defects are randomly placed throughout the lot.

With 4000 defects, very few landed within« ¢ of each other,
although this is allowed in the simulation. Which bits fail is de-
I termined using the modeled kill rateg?°de! andp™°de! which

.perfect i
Calculate KR;P Calculate KR/lit

Calculate KR; can be calculated frofy Ri°d°!, E, andN using Egn. (8) and
* Eing% the following expression for the probability of a failure:
* Fin
i it P(fail) = P(fail|defect) P(defect)
* Calculate u + P(failjno defect) P(no defect). (25)
* Calculate b

In the simulation, we set

Compare KR;lit and KR; to KR;Perfect P(defect) = N (26)
bits_per_wafer
. _ _ and
Fig. 4. Simulation. E

P(fail) = ———. 27)
bits_per_wafer

area_for_a_hit is 0,b is 0, andK R;™°" is 0. Cases 10-13 show
the effects of varying variabled, E, ¢, andtotal_area when Thus, (25) can be expressed in termgifymde!, pmodel and
K R4 IS NONzero. The errors are attenuated from the coi
responding cases WheliR o401 IS zero. Cases 14-19 are in-
cluded to compare with the simulation results described inthe  E = u™°%! N 4 pmodel(bits_per_wafer — N). (28)
next section.

Among all the cases in Table |, the largest errorgkife}* For each bit with a defect, the chance of failure is determined
and B!t occurred forN = 4000, E = 2000, t = 300 um with an electronic coin flip with the chance of failure being
and A = 300 cn?, the fourth case. The values fof, £, and ™%, For each bit without a defect, the chance of failure is de-
t are on the high extreme of what might be used or observtimined with an electronic coin flip with the chance of failure
in industry. The error ik R for this case is 1.9%. This indi- beingb™°4°!. Next, K RPe™* which represents the kill ratio
cates that although R; is a more precise estimator for the killwith perfect knowledge (i.e., the exact bit each defect sits upon
ratio, in many casesk R!!* is adequate. The effect afilif is is known), is calculated using (8) and af 0, which is equiva-
more detrimental. For this case, the errofi}f is 3.8%. Atotal lent to (1).
of 75 of the 2000 electrical failures were falsely attributed to The defect map is then shifted by an arbitrary amount to
this defect. Alone possibly this is not so bad, however this errtgpresent natural offset between an inspection tool data and the
compounds with the number of inspections. For instance, calectrical wafer map. Finallyk Rt and K R; are calculated.
sider the extreme case of ten inspections similar to this one (i:Ehjs simulation was run 100 times to generate distributions
possessing comparable values oand K R™4°!) and notwo for KR!, K R;, andKR?erfe”‘ including both the mean and
defects lying withir2t of each other (i.e., no overlapping tolerthe standard error. The mean and standard error values for
ance balls). For each inspection, on average 3.8% of the failufé&}®, K R;, and K R*"* are listed in Table Il for different
would be erroneously attributed. In total, approximately 38%alues ofE andN. The percent differences betweErz}* and
of the failures would be erroneously attributed. Most likely, th& RP*"** and K R; and K R****" are also listed.
tolerance balls of some of these defects would overlap and thereThe average difference betwe&hR> ™" and K R**%! is
fore the percentage of electrical failures erroneously attributedry small, indicating a sufficiently large sample size to evaluate
would be somewhat smaller than 38%. Still, the yield loss paredtee estimators was used in the simulation. The standard errors
would contain close to 38% of the electrical failures and thefor K Rlit, K R;, and K RP°"™" are very similar for each case
relative magnitudes would be fully a function of noise, when iand measure the natural variation in the number of killer defects
reality none of the captured defects caused a failure. The nper lot.
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TABLE I
SIMULATION RESULTS A TOLERANCE OF160um WAS USED FORALL CASES VALUES FORN AND E ARE NORMALIZED TO COUNTS PERWAFER

N E KRpodd KRPT7e® SE KRt SE KR; SE KRl KR;
= KR’.’erfCCt _ 'KvR;.Jerfect
2 1

3000 1200 0 0.0000 0.0000 0.00325 0.0002 0.00004 0.0001 0.325% 0.004%
3000 1200 0.1 0.1000 0.0011 0.10249 0.0011 0.10023 0.0011 0.245% 0.019%
3000 1200 0.2 0.1999 0.0015 0.20153 0.0014 0.20020 0.0014 0.165% 0.031%
6000 2400 0 0.0000 0.0000 0.00649 0.0002 0.00002 0.0001 0.649% 0.002%
6000 2400 0.1 0.0998 0.0007 0.10470 0.0007 0.10018 0.0007 0.487% 0.035%
6000 2400 0.2 0.1999 0.0012 0.20317 0.0011 0.20050 0.0012 0.323% 0.055%

mean 0.366% 0.024%

The average difference between each of the estimators VIl. CONCLUSION
perfect :_
and K R; is included on the bottom of the table. The A e\ estimator for the kill ratids k;, which is appropriate

. lit perfect X ) . .
average difference betweef ;" and K'R; IS OVeI'  for bitmap data, was introduced. The improvement in accuracy

ten times gr(taaﬁer than the average difference betw€eh thjs estimator provides over the existing estimaloRlit was

and K R, indicating thatK'R; is much more accurate gemonstrated. The existing estimator becomes less accurate as
than K R}*. The error inK R is consistant with the values and the electrical defect density increase. Atthe same time, the
predicted in cases 13-19 of Table | and by (22). The observg@mber of falsely attributed electrical failures increases with
error in KRj'* appears proportional & and decreases asand the physical defect density. The estimataR!i® will typ-

K Ry increases, also consistent with the previous resultsically error on the high side because the estimate)fordoes

not take into account. This error is approximately equal to

the total area withirt of any electrical failure divided by the
total inspected wafer area. Equations are provided to approx-
imate these errors for particular valuestp#, andtotal_area

In this section, some of the complicating factors that wethenk R">4°'is 0. These serve as an upper bound for all values

temporarily set aside during the developmentoR; will be  Of K R;**“!, since whenK R}**“°! is nonzero, the error will

briefly discussed. A detailed discussion of these factors is He& less. This paper demonstrates that small errokSiy* can
yond the scope of this paper. have a major impact on the yield loss pareto. The total number

In reality, many different classes of electrical failures conff falsely attributed electrical failures is the sum of the error
monly occur in addition to single bit failures, including column(fompon,ents over all defect types and inspection levels. For in-
nce, in the extreme example presented, 38% of the defects

row, cross, and double bit failures. For the purpose of overlg .
analysis, these failures should be considered a single fail gre erroneous_ly attributed. Therefot@,ndN_should be kept
ys! 'u u ! g I to reasonable sizes, aidR; should be used instead &f R

since they are usually due to a single defect. .
L : . . for bitmap data.
Clustering is prevalent in both cosmetic and electrical defect
data and will affect the results of the kill ratio estimators
discussed in this paper. Simulated experiments to quantify
the impact of clustering on these estimators would be anThe authors would like to thank K. Berstein, T. Karpowicz,
interesting extension to this work. Neithéf R; nor KR}t L. LaBua, and R. Campbell of KLA-Tencor for their assistance
was designed to take advantage of clustering when presémthe experimental work which triggered some of these ideas.
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