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EE123
Digital Signal Processing

Lecture 14
Sampling
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Announcements

• Ham exam Th 3/12 7-10+,The Woz Soda 
hall

• Lab:
–Who is having trouble?
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What is this Phenomena?
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Sampling of Continuous Time Signals (Ch.4)

• Sampling:
–Conversion from C.T (not quantized) into D.T 

(usually quantized)
• Reconstruction

–D.T (quantized) to C.T
• Why?

–Digital storage (audio, images, videos)
–Digital communications (fiber optics, cellular...)
–DSP (compression, correction, restoration)
–Digital synthesis (speech, graphics)
– Learning



xc(t)

t = nT

x[n] = xc(nT )

y[n] yc(t)
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Sampling of C.T. Signals

• Typical System:

Analog
Anti-Aliasing 

Filter
Quantizer

sampler

Discrete stuff
(DSP, 

storage....)
Reconstruction

DAC D/A

ADC A/D



xs(t) = · · ·+ xc(0)�(t) + xc(T )�(t� T ) + · · ·

xs(t) = xc

1X
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Ideal Sampling Model

C/Dxc(t)

T

Discrete and Continuous

xc(t)· · ·
t

define impulsive sampling:

Continuous



x[n] $ xs(t) $ xc(t)
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Ideal Sampling Model

xs(t) = xc

1X

n=�1
�(t� nT )

• Not physical: used for modeling & derivations

• How is x[n] related to xs(t) in freq. domain?



xs(t)

x[n] ! = ⌦T

X(ej!) = Xs(j⌦)|⌦=!/T Xs(j⌦) = X(ej!)
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Frequency Domain Analysis

• How is x[n] related to xs(t) in the Freq. Domain?

Xs(j⌦) =
X

n

xc(nT )e
�j⌦nT:C.T

:D.T
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Frequency Domain Analysis

• How is xs(t) related to xc(t)?
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Frequency Domain Analysis

• How is xs(t) related to xc(t)?
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Frequency Domain Analysis

• How is xs(t) related to xc(t)?

· · ·

· · ·· · · 2⇡

T



M. Lustig,  EECS UC Berkeley

Frequency Domain Analysis

• Xs is replication of Xc !

Xs(j⌦) =
1

2⇡
Xc(j⌦) ⇤ S(j⌦)

=
1

T

1X

k=�1
Xc(j(⌦� ⌦s)) | ⌦s =

2⇡

T
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Frequency Domain Analysis

· · ·
s(t)

T

1
· · ·
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So, if :
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⌦s < 2⌦N
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Aliasing

· · ·
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Aliasing

Q: What is the difference in acquisition between the two images ? 
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FOV

Δk=1/FOV
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Figure 36: Breath-hold
post-gadolinium MRI in
a 9 year old male with
hypertension using 4X
acceleration at 1.2mm3

resolution. Left images
(a, c) are with ARC
and right (b, d) are with
L1-SPIRIT compressed
sensing. Note improved
delineation of pancreas
(big arrow), pancreatic
duct (middle arrow),
and diaphragm (small
arrow). Left gastric
artery emerges from the
noise.

6.3x, ARC 

70 seconds 

6.3x, SPIRiT 

70 seconds 

Figure 37: 3D SPGR, a 7 minute cartilage sequence too
lengthy for routine use, now with 6.3 fold acceleration.
Note restored delineation of growth plate (arrowhead) and
a nonossifying fibroma with SPIR-iT.

Figure 38: Representative images from 3D T2-weighted scan at 1.1mm3 resolution with Poisson-disc sampling and 5-fold
outer acceleration in an 8 day old female with left isomerism and absent portal vein. ARC images are too noisy. Images
reconstructed with SPIRIT show decreased noise and improved structure delineation: zoomed insets in (a) and( b) show
mesenteric veins (arrow) and liver capsule (arrowhead), zoomed insets in (c) and (d) show left gastric artery (thick arrow)
and branch hepatic artery (dashed arrow). In (e) and (f) show aliased peripheral IV tubing (carat), with true position shown
in the localizer (g).

a. equivalent or improved SNR,
b. less motion artifacts, and
c. equivalent or improved delineation of specific anatomic structures over standard methods.

1. fully sampled 3D T1
2. fully sampled 3D T2
3. conventional T2 imaging
4. fully sampled 3D T1 post-contrast

Table 2: MRI protocol to validate techni-
cal developments in D2. 3D T1 sequences
with parameters: flip angle 15 degrees,
FOV 30 cm, matrix 320 x 224, slice thick-
ness 5 mm, 40 slices, scan time approx-
imately 35 seconds. T2 sequences with
parameters: FOV 30 cm, matrix 320 x 224,
slice thickness 3 mm, 60 slices, scan time
approximately 5 minutes.

Subjects: 25 consecutive patients referred for contrast-enhanced
abdominal MRI will be recruited .

Design: Each patient will undergo an MRI protocol, as shown in
Tab. 2. Comparison of conventional techniques with the experimen-
tal methods developed in §D.2.1-D.2.3 will be performed, as shown
in Fig. 39. For each sequence the central calibration portion of k-
space will be acquired twice in interleaved fashion, i.e. each phase
encode (for T1 imaging) or echo train (T2 imaging) will be repeated
twice back-to-back. The k-space data can then be subsampled by a
factor of two in a Cartesian fashion in two ways, yielding two disjoint
datasets. The two cartesian images can then be assessed for SNR
using the difference method [70]. Similarly, two disjoint Poisson-
disc k-space data sets can be created, and reconstructed with mo-
tion correction; SNR can be assessed again using the difference
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Figure 37: 3D SPGR, a 7 minute cartilage sequence too
lengthy for routine use, now with 6.3 fold acceleration.
Note restored delineation of growth plate (arrowhead) and
a nonossifying fibroma with SPIR-iT.

Figure 38: Representative images from 3D T2-weighted scan at 1.1mm3 resolution with Poisson-disc sampling and 5-fold
outer acceleration in an 8 day old female with left isomerism and absent portal vein. ARC images are too noisy. Images
reconstructed with SPIRIT show decreased noise and improved structure delineation: zoomed insets in (a) and( b) show
mesenteric veins (arrow) and liver capsule (arrowhead), zoomed insets in (c) and (d) show left gastric artery (thick arrow)
and branch hepatic artery (dashed arrow). In (e) and (f) show aliased peripheral IV tubing (carat), with true position shown
in the localizer (g).

a. equivalent or improved SNR,
b. less motion artifacts, and
c. equivalent or improved delineation of specific anatomic structures over standard methods.

1. fully sampled 3D T1
2. fully sampled 3D T2
3. conventional T2 imaging
4. fully sampled 3D T1 post-contrast

Table 2: MRI protocol to validate techni-
cal developments in D2. 3D T1 sequences
with parameters: flip angle 15 degrees,
FOV 30 cm, matrix 320 x 224, slice thick-
ness 5 mm, 40 slices, scan time approx-
imately 35 seconds. T2 sequences with
parameters: FOV 30 cm, matrix 320 x 224,
slice thickness 3 mm, 60 slices, scan time
approximately 5 minutes.

Subjects: 25 consecutive patients referred for contrast-enhanced
abdominal MRI will be recruited .

Design: Each patient will undergo an MRI protocol, as shown in
Tab. 2. Comparison of conventional techniques with the experimen-
tal methods developed in §D.2.1-D.2.3 will be performed, as shown
in Fig. 39. For each sequence the central calibration portion of k-
space will be acquired twice in interleaved fashion, i.e. each phase
encode (for T1 imaging) or echo train (T2 imaging) will be repeated
twice back-to-back. The k-space data can then be subsampled by a
factor of two in a Cartesian fashion in two ways, yielding two disjoint
datasets. The two cartesian images can then be assessed for SNR
using the difference method [70]. Similarly, two disjoint Poisson-
disc k-space data sets can be created, and reconstructed with mo-
tion correction; SNR can be assessed again using the difference

IV tube
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Reconstruction of Bandlimited Signals

• Nyquist Sampling Thm: suppose xc(t) is bandlimited

if                  , then         can be uniquely determined 
from its samples

• Bandlimitedness is the key to uniqueness

Xc(j⌦) = 0 8 |⌦| � ⌦N

⌦s � 2⌦N xc(t)

x[n] = xc(nT )

xc(t)

x[n]

· · ·
n t

multiple signals go through the
samples, but only one is
bandlimited!



Convert
to impulse

train

Xr(j⌦)

M. Lustig,  EECS UC Berkeley

Reconstruction in Frequency Domain

Xs(j⌦)
1

T
⌦s/2

xs(t) Hr(j⌦) xr(t)

T

x[n]

T

1 ⌦s/2

⌦s/2

Hr(j⌦)
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Reconstruction in Time Domain

1

T 2T-T



xr(t) = xs(t) ⇤ hr(t) =

 
X

n

x[n]�(t� nT )

!
⇤ hr(t)

=
X

n

x[n]hr(t� nT )
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Reconstruction in Time Domain

The sum of “sincs gives xr(t) ⇒ Unique signal 
bandlimited by ⌦s

......



• If                            an aliased version of xc(t)
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Aliasing

⌦N > ⌦s/2, xr(t)

Xr(j⌦) =

⇢
TXs(j⌦) if |⌦|  ⌦s/2

0 otherwise



Xc(j⌦)HLP(j⌦)

M. Lustig,  EECS UC Berkeley

Anti-Aliasing

xc(t)

t = nT

x[n] = xc(nT )
Quantizer

sampler

ADC A/D

⌦s < 2⌦N
Xc(j⌦)

�⌦N ⌦N

Xs(j⌦)
1

⌦N ⌦s

⌦s/2

and
1

T

Analog
Anti-Aliasing 
Filter HLP(jΩ)

⌦s < 2⌦N

�⌦N ⌦N

Xs(j⌦)
1

⌦N ⌦s

⌦s/2

and
1

T

⌦s/2



Xc(j⌦)HLP(j⌦)

⇡�⇡
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Non Ideal Anti-Aliasing

�⌦N ⌦N

1

⌦s/2

interference

X(ej⌦)
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SDR non-perfect anti-Aliasing Demo


