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1. Compression of a Random Source

Find a random variable X so that H(X) = H(Y ) where

(a) Y = 2X

(b) Y = cos(X)

2. Mutual Information

The mutual information of X and Y is defined as

I(X;Y ) := H(X)−H(X | Y ).

Here, H(X | Y ) denotes the conditional entropy of X given Y , which is
defined as: H(X | Y ) = −

∑
y∈Y pY (y)

∑
x∈X pX|Y (x | y) log2 pX|Y (x | y). The

interpretation of conditional entropy is the average amount of uncertainty
remaining in the random variable X after observing Y . The interpretation of
mutual information is therefore the amount of information about X gained by
observing Y .

(a) Show that H(X,Y ) = H(Y ) + H(X | Y ) = H(X) + H(Y | X). This is
often called the Chain Rule. Interpret this rule.

(b) Show that I(X;Y ) = H(X) + H(Y ) −H(X,Y ). Note that this shows
that I(X;Y ) = I(Y ;X), i.e., mutual information is symmetric.

(c) Consider the noisy typewriter in Figure 1. Let X be the input to the
noisy typewriter, and let Y be the output (X is a random variable that
takes values in the English alphabet). What is the distribution of X that
maximizes I(X;Y )?

It turns out that I(X;Y ) ≥ 0 with equality if and only if X and Y are
independent. The mutual information is an important quantity for channel
coding.
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Figure 1: Noisy typewriter: Each symbol gets sent to one of the adjacent symbols
with probability 1/2.

3. Entropy of a Sum

Let X1, X2 be i.i.d. Bernoulli(1/2) (fair coin flips). Calculate H(X1 + X2)
and show that H(X1 + X2) ≥ H(X1). In fact it is generally true that adding
independent random variables increases entropy.

Note: It is known that the Gaussian distribution maximizes entropy given a
constraint on the variance. Therefore, one intuitive interpretation of the CLT
is that convolving independent random variables tends to increase uncertainty
until the sum approaches the distribution which “maximizes uncertainty”, the
Gaussian distribution. Proving the CLT along these lines is far from easy,
however.
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