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Today’s Lecture: DRAM

DRAM: Bottom-up

DRAM, Xilinx, and You

DRAM: Top-down

Figure 4: 64 Meg x 8 Functional Block Diagram
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Figure 5: 32 Meg x 16 Functional Block Diagram
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DDR2 SO-DIMM Module
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Functional Block Diagram

Figure 2: Functional Block Diagram
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DRAM chips
are wired in 
parallel and 
run in 
lockstep.
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Project controller: Xilinx-supplied IP

Memory Interface Solutions User Guide www.xilinx.com 137
UG086 (v3.6) September 21, 2010

Direct-Clocking Interface
R

DDR2 Controller Submodules

Infrastructure

The infrastructure module generates the FPGA clock and reset signals. When differential 
clocking is used, sys_clk_p, sys_clk_n, clk_200_p, and clk_200_n signals appear. When 
single-ended clocking is used, sys_clk and idly_clk_200 signals appear. In addition, clocks 
are available for design use and a 200 MHz clock is provided for the IDELAYCTRL 
primitive. Differential and single-ended clocks are passed through global clock buffers 
before connecting to a DCM. For differential clocking, the output of the 
sys_clk_p/sys_clk_n buffer is single-ended and is provided to the DCM input. Likewise, 
for single-ended clocking, sys_clk is passed through a buffer and its output is provided to 
the DCM input. The outputs of the DCM are clk_0 (0° phase-shifted version of the input 
clock) and clk_90 (90° phase-shifted version of the input clock). After the DCM is locked, 
the design is in the reset state for at least 25 clocks. The infrastructure module also 
generates all of the reset signals required for the design.

Figure 3-7 is a detailed block diagram of the DDR2 SDRAM controller. The five blocks 
shown are the subblocks of the top module. User backend signals are provided by the tool 
for designs with a testbench. The user has to drive these signals for designs without a 
testbench. The functions of these blocks are explained in the subsections following the 
figure.
I

Controller

The DDR2 SDRAM ddr2_controller accepts and decodes user commands and generates 
read, write, and refresh commands. The DDR2 SDRAM controller also generates signals 
for other modules. The memory is initialized and powered-up using a defined process. The 
controller state machine handles the initialization process upon power-up. After memory 
initialization, the controller issues dummy read commands. During dummy reads, the 

Figure 3-7: DDR2 Memory Controller Block Diagram
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Today’s Lecture: DRAM

DRAM: Bottom-up

DRAM, Xilinx, and You

DRAM: Top-down

To understand the 
DRAM controller, you 
need to understand 
how a DRAM chip 

works. Otherwise, it 
just seems like 

magic.
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Capacitance
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Recall: Building a capacitor

Conducts electricity well.
(metal, doped polysilicon)

Top
Plate

Bottom
Plate

Conducts electricity well
(metal, doped polysilicon)

Dielectric
An insulator.  Does not 
conducts electricity at all.
(air, glass (silicon dioxide))
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Recall: Capacitors in action

I = 0

Because the 
dielectric is an 
insulator, and does 
not conduct.

After circuit “settles” ...
Q = C V = C * 1.5 Volts (D cell)

Q: Charge stored on capacitor
C: The capacitance of the 
device: function of device 
shape and type of dielectric. 

+++ +++

--- ---

After battery is removed: +++ +++

--- ---Still, Q = C * 1.5  Volts
Capacitor “remembers” charge

1.5V 



UC Regents Spring 2012 © UCBCS 150 L12: DRAM

State is coded as the 
amount of energy stored 
by a device.

+++ +++

--- ---

Storing computational state as charge

State is read by 
sensing the amount 

of energy

+++ +++

--- ---

1.5V 

Problems: noise changes Q (up or down), 
parasitics leak or source Q. Fortunately, 

Q cannot change instantaneously, but that only 
gets us in the ballpark.
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MOS Transistors

Two diodes and a capacitor in an 
interesting arrangement.  So, we begin 
with a diode review ... 
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Diodes in action ...
Light emitting 

diode (LED)
Resistor Light on?

Yes!

No!

Light on?
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Diodes: Current vs Voltage

Anode
+

-
Cathode

I V

Diode is on
I ≈ Io exp(V/Vo)

I =  Io [exp(V/Vo) - 1]
Io range: 1fA to 1nA Vo range: 25mV to 60 mV

Diode is off
I ≈ - Io 
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How to make a silicon diode ...
Wafer cross-section

n+

p-
Wafer doped p-type

n+ region

p- region At V ≈ 0, “hill” too high for 
electrons to diffuse up. 

V

Cathode:  -

+

-

Anode:  +

no 
carriers

depletion 
region

For holes, going 
“downhill” is hard. V controls hill.

e
l
e
c
t
r
o
n 

e
n
e
r
g
y

depletion 
region
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Note:  IC Diodes are biased “off”!

p-

n+

V1

0 V - “ground”

n+

V2
V1 V2

V1, V2 > 0V.  Diodes “off”, only current is Io “leakage”.
I =  Io [exp(V/Vo) - 1]

Anodes of all diodes on wafer connected to ground.
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MOS Transistors

Two diodes and a capacitor in an 
interesting arrangement ...
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What we want: the perfect switch.

p-

n+

V1

n+

V2Switch is off. 
V1 is not 

connected to V2.

p-

V1

n+

V2Switch is on. 
V1 is connected 

to V2.

We want to turn 
a p-type region 
into an n-type 
region under 

voltage control.

We need electrons 
to fill valence holes 
and add conduction 

band electrons

+++ +++

--- ---
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An n-channel MOS transistor (nFET)

p-

n+

Vd = 1V

n+

Vs = 0V Polysilicon gate,
dielectric, and 

substrate form a 
capacitor.

nFet is off
(I is “leakage”)

dielectric

Vg = 0V

I ≈ nA 

----------

p-

n+

Vd = 1V

n+

Vs = 0V
dielectric

Vg = 1V
+++++++++
----------

Vg = 1V, small 
region near the 
surface turns 

from p-type to 
n-type.

nFet is on

I ≈ μA 
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Mask set for an n-Fet (circa 1986)

p-

n+

Vd = 1V

n+

Vs = 0V
dielectric

Vg = 0V

I ≈ nA #1: n+ diffusion

Top-down view:

Masks

#3: diff contact
#2: poly (gate)

#4: metal

Layers to do 
p-Fet not shown. 
Modern 
processes have 6 
to 10 metal 
layers (or more)
(in 1986: 2).
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Dynamic Memory Cells
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Recall: Capacitors in action

I = 0

Because the 
dielectric is an 
insulator, and does 
not conduct.

After circuit “settles” ...
Q = C V = C * 1.5 Volts (D cell)

Q: Charge stored on capacitor
C: The capacitance of the 
device: function of device 
shape and type of dielectric. 

+++ +++

--- ---

After battery is removed: +++ +++

--- ---Still, Q = C * 1.5  Volts
Capacitor “remembers” charge

1.5V 
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DRAM cell: 1 transistor, 1 capacitor

Vdd

Capacitor 

“Word Line”“Bit Line”

p-

oxide
n+ n+

oxide
------

“Bit Line”

Word Line and Vdd run on “z-axis”

Vdd

Diode 
leakage
current.

Why 
Vcap 
values 
start 
out at  
ground.

Vcap

Word
 Line

Vdd

“Bit Line”
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A 4 x 4 DRAM array (16 bits) ....
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Invented after SRAM, by Robert Dennard

www.FreePatentsOnline.com

www.FreePatentsOnline.com

www.FreePatentsOnline.com
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DRAM Circuit Challenge #1: Writing

Vdd

Vdd - Vth.  Bad, we store less 
charge.  Why do we not get Vdd?

Vdd
Vdd

Ids = k [Vgs -Vth]^2 , 
but “turns off” when Vgs <= Vth!

Vgs

Vc

Vgs = Vdd - Vc.  When Vdd - Vc == Vth, charging effectively stops!
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DRAM Challenge #2: Destructive Reads

Vdd

Vc -> 0

+++++++

+++++++   (stored charge from cell)

0 -> Vdd

Word Line

Raising the word line removes the 
charge from every cell it connects to!

DRAMs write back after each read.

Vgs

Bit Line
(initialized
to a low 
voltage)
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DRAM Circuit Challenge #3a: Sensing

Assume Ccell = 1 fF
Bit line may have 2000 nFet drains,
assume bit line C of 100 fF, or 100*Ccell.
Ccell holds Q = Ccell*(Vdd-Vth)

dV = [Ccell*(Vdd-Vth)] / [100*Ccell]
dV = (Vdd-Vth) / 100 ≈ tens of millivolts! 

In practice, scale array to get a 60mV signal.

When we dump this charge onto the 
bit line, what voltage do we see?

Ccell100*Ccell
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DRAM Circuit Challenge #3b: Sensing

Compare the bit line against the voltage on a 
“dummy” bit line.

How do we reliably sense a 60mV signal?

...

“Dummy” bit line.
Cells hold no charge.

?-
+Bit line to sense

Dummy bit line

“sense amp”
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DRAM Challenge #4: Leakage ...

Vdd

Bit Line
+++++++

Word Line

p-

oxide
n+ n+

oxide
------

Solution: “Refresh”, by rewriting cells at 
regular intervals (tens of milliseconds)

Parasitic currents 
leak away charge.

Diode leakage ...
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DRAM Challenge #5: Cosmic Rays ...

Vdd

Bit Line
+++++++

Word Line

p-

oxide
n+ n+

oxide
------

Cosmic ray hit.

Solution: Store extra bits to detect and 
correct random bit flips (ECC).

Cell capacitor holds 25,000 electrons (or 
less).  Cosmic rays that constantly 
bombard us can release the charge!
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DRAM Challenge 6: Yield

Solution: add extra bit lines (i.e. 80 when 
you only need 64). During testing, find the 
bad bit lines, and use high current to burn 
away “fuses” put on chip to remove them.

If one bit is bad, do we throw chip away?

...

Extra bit lines.
Used for “sparing”.
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MooreMoore’’s Law - 2005s Law - 2005
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Moore’s Law for CPUs and DRAMs

From: “Facing the Hot Chips Challenge Again”, Bill Holt, Intel, presented at Hot Chips 17, 2005.
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Main driver: device scaling ...

66

65nm

300mm

Dual Core

Scaling:  Scaling:  The Fundamental Cost DriverThe Fundamental Cost Driver

90nm

300mm

130nm

200mm

180nm

200mm

250nm

200mm

350nm

200mm

OROR ==
Twice theTwice the

circuitry in thecircuitry in the

same spacesame space

(architectural(architectural

innovation)innovation)

The sameThe same

circuitry in halfcircuitry in half

the spacethe space

(cost reduction)(cost reduction)

Half the die sizeHalf the die size
for the samefor the same

capability thancapability than
in the priorin the prior

processprocess

From: “Facing the Hot Chips Challenge Again”, Bill Holt, Intel, presented at Hot Chips 17, 2005.
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Process Scaling: Why chips don’t fry

66

65nm

300mm

Dual Core

Scaling:  Scaling:  The Fundamental Cost DriverThe Fundamental Cost Driver

90nm

300mm

130nm

200mm

180nm

200mm

250nm

200mm

350nm

200mm

OROR ==
Twice theTwice the

circuitry in thecircuitry in the

same spacesame space

(architectural(architectural

innovation)innovation)

The sameThe same

circuitry in halfcircuitry in half

the spacethe space

(cost reduction)(cost reduction)

Half the die sizeHalf the die size
for the samefor the same

capability thancapability than
in the priorin the prior

processprocess

IC process scaling 
(“Moore’s Law”)

From: “Facing the Hot Chips Challenge Again”, Bill Holt, Intel, presented at Hot Chips 17, 2005.
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DRAM Challenge 7: Scaling

Each generation of IC technology, 
we shrink width and length of cell.

dV ≈ 60 mV= [Ccell*(Vdd-Vth)] / [100*Ccell]

Solution: Constant Innovation of Cell Capacitors!

Problem 1: Number of arrays per chip grows!

If Ccell and drain capacitances scale together, 
number of bits per bit line stays constant.

Problem 2: Vdd may need to scale down too!
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Poly-diffusion Ccell is ancient history

Vdd

Capacitor 

“Word Line”“Bit Line”

p-

oxide
n+ n+

oxide
------

“Bit Line”

Word Line and Vdd run on “z-axis”

Word
 Line

Vdd

“Bit Line”
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Early replacement: “Trench” capacitors
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Final generation of trench capacitors

The 
companies 
that kept 
scaling 
trench 
capacitors
for 
commodity 
DRAM chips
went out of 
business.
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Modern cells: “stacked” capacitors
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In the labs: Vertical cell transistors ...
SONG et al.: A 31 ns RANDOM CYCLE VCAT-BASED 4F DRAM 881

Fig. 1. (a) The cross section of surrounding-gate vertical channel access tran-
sistor (VCAT). (b) The schematic diagram of VCAT-based 4F DRAM cell
array.

capacitors and surrounding gate VCATs on buried bit line (BL)
[7]. The buried BL’s are made by n+ doping and patterning
through dry etching. The simple structure is advantageous in ac-
complishing small BL capacitance unlike the complicated struc-
ture in conventional planar DRAM, let alone the large cou-
pling ratio between neighboring BL’s. The diameter of channel
is trimmed by pillar formation and following wet etching. The
WL’s are implemented by the self-align process for gate for-
mation and following damascene process for connecting gate
poly-Si’s [7]. Although WL-WL coupling disturbance could be
a possible issue, actually, the coupling ratio can be sustained
by optimizing gate-to-source overlap capacitance which plays
a role of reducing the WL-WL coupling ratio. For resistances,
both WL and BL have high resistance due to the material con-
straint for which some architectural and circuital solutions are
proposed in the following section.

Stack capacitor technology shows the more advanced
progress rather than trench capacitor technology in both terms
of scalability and performance [2]. The improvement is ex-
pected to continue by finding the solutions for its height and
dielectric material. With mechanically robust scheme such as
MESH-CAP structure, the capacitor height can be increased
more than 20% than that of the conventional one [2]. Further-
more, the continued development of high-K dielectric and metal
electrode would prolong the stack capacitor scheme down to
30 nm node [2]. The minimum required storage capacitance
can be determined by considering both good and adverse effect
of the decrease in BL total capacitance and the increase in
BL-BL coupling ratio, respectively.

Surrounding-gate VCAT is a potent solution for the access
transistor considering its superior short channel immunity and
higher current driving capability. Previously, we have reported
the feasibility of bulk-silicon based surrounding gate VCAT [7].
By intensive optimization of channel and source/drain doping
profile, the off state channel leakage and the junction leakage is
successfully reduced to sub femto-Ampere level.

Fig. 2 shows the – characteristic of a fabricated
VCAT compared with a conventional recessed channel access
transistor (RCAT). For VCAT, the diameter and height of
pillar and the channel length are 30 nm, 250 nm and 120 nm,
respectively. The fabricated VCAT shows much larger turn-on

Fig. 2. – transfer characteristic of a fabricated VCAT by 80 nm
technology.

Fig. 3. – characteristics of fabricated VCATs and RCATs.

current, about 30 A at 1.2 V and better sub-
threshold swing than RCAT. Furthermore, it exhibits excellent
drain-induced barrier lowering (DIBL) behavior, which is
essential for stable retention characteristics under the dynamic
mode operations.

The fabricated VCAT has an excellent – characteristic
due to the small subthreshold swing, 80 mV/dec., showing
more than twice in than RCAT at similar level, repre-
sented in Fig. 3. current was extracted by the extrapolation
of – curve in the subthreshold region. It is observed that

can be sustained within sub-femto-Ampere level with
appropriate negative biasing for VCAT, 0.8 V, which
can be shifted to a higher level by adopting advanced metal
gate process in the future. However, the final level of WL low
voltage at retention mode was determined through the mea-
surement evaluation for retention characteristics. The resultant
value was about 1.0 V. The down shift can be explained by
extra negative biasing required for inhibiting WL-WL coupling
disturbance. The large variation in Ion is attributed to the big
variation in threshold voltage which is sensitive to channel
doping, pillar diameter, gate height and gate-to-source overlap
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A 31 ns Random Cycle VCAT-Based 4F DRAM
With Manufacturability and Enhanced Cell Efficiency

Ki-Whan Song, Jin-Young Kim, Jae-Man Yoon, Sua Kim, Huijung Kim, Hyun-Woo Chung, Hyungi Kim,
Kanguk Kim, Hwan-Wook Park, Hyun Chul Kang, Nam-Kyun Tak, Dukha Park, Woo-Seop Kim, Member, IEEE,

Yeong-Taek Lee, Yong Chul Oh, Gyo-Young Jin, Jeihwan Yoo, Donggun Park, Senior Member, IEEE,
Kyungseok Oh, Changhyun Kim, Senior Member, IEEE, and Young-Hyun Jun

Abstract—A functional 4F DRAM was implemented based
on the technology combination of stack capacitor and sur-
rounding-gate vertical channel access transistor (VCAT). A high
performance VCAT has been developed showing excellent Ion-Ioff
characteristics with more than twice turn-on current compared
with the conventional recessed channel access transistor (RCAT).
A new design methodology has been applied to accommodate
4F cell array, achieving both high performance and manufac-
turability. Especially, core block restructuring, word line (WL)
strapping and hybrid bit line (BL) sense-amplifier (SA) scheme
play an important role for enhancing AC performance and cell
efficiency. A 50 Mb test chip was fabricated by 80 nm design
rule and the measured random cycle time (tRC) and read latency
(tRCD) are 31 ns and 8 ns, respectively. The median retention
time for 88 Kb sample array is about 30 s at 90 C under dynamic
operations. The core array size is reduced by 29% compared with
conventional 6F DRAM.

Index Terms—4F , cell efficiency, core architecture, DRAM, hy-
brid sense-amplifier (SA), stack capacitor, surrounding-gate ver-
tical channel access transistor (VCAT).

I. INTRODUCTION

A S IS well known, traditional workhorses for DRAM cost
down have been lithography process and scale-down

technology since the beginning of DRAM business. So, we
are very accustomed to the technology roadmap reflecting the
scale-down philosophy such that design rule should be shrunk
in order to get more number of gross dies per wafer [1].

However, the semiconductor industry is facing a difficult
situation as the DRAM technology reaches to sub-50 nm of
minimum feature size (F) because it is hard to expect to achieve
a great economic gain from technology scaling due to the huge
investment for next-generation photolithography equipment
and new fabrication lines. In fact, the price of photo lithography
tools increases sharply from KrF to ArF, and ArF to EUV
transition.
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Thus, the innovative cell size reduction technology which
does not necessarily accompany scale-down in ‘F’ gains weight
again these days. Although 6F has been believed to be the ap-
proximate limit of memory cells without going to MLC tech-
nology, we have checked the possibility of paradigm shift to 4F
DRAM in this work.

For the realization of 4F DRAM, some basic technology
should be supported such as a cross-point cell consisting of a
three-dimensional vertical channel transistor and a much denser
cell capacitor; The news about the successful development of
storage capacitor technology down to 30 nm would make 4F
DRAM more challengeable [2]–[4]. A new design method-
ology should be developed as well as process technology.
What is most important is how to implement the fine-pitched
bit line sensing amplifier without severely decreasing the cell
efficiency.

Even though some of the previous studies introduced tran-
sistor level candidates or conceptual design approaches for 4F
DRAM [5]–[8], any feasible solution for manufacture has not
been proposed yet. This paper demonstrates not only an op-
timum 4F DRAM integration technology but also new core de-
sign techniques such as sense-amplifier (SA) rotation, conjunc-
tion restructuring, word line (WL) strapping, SA hybridization
and so on [9].

First, the proposed integration process and related issues
are introduced in Section II. Second, the optimum core archi-
tecture and circuital solutions for 4F DRAM are suggested
in Section III. Finally, measurement results are disclosed in
Section IV.

II. PROCESS TECHNOLOGY

Many kinds of technology candidates have been proposed for
the realization of 4F DRAM cell such as molded-gate VCAT
with buried strap junction, surrounding gate VCAT with trench
capacitor, cross-point cell on SOI wafer, and so on [5], [10],
[11]. By scrutinizing the technology environment in terms of
manufacturability, process compatibility, scalability and cost ef-
fectiveness, we determined the basic process integration archi-
tecture. The combination of stack capacitor and surrounding
gate VCAT can make full use of the most advanced capacitor
and transistor technology, whereas some problems like buried
strap out-diffusion and electrical cross-talk have been reported
for the combination of trench capacitor and VCAT scheme [12],
[13].

Fig. 1 shows the cross section of the VCAT and schematic
diagram of bulk-Si based 4F cell array which consists of stack

0018-9200/$26.00 © 2010 IEEE
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Micron 50nm 1-Gbit DDR2 die photo
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Today’s Lecture: DRAM

DRAM: Bottom-up

DRAM, Xilinx, and You

DRAM: Top-down

Figure 4: 64 Meg x 8 Functional Block Diagram
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Figure 5: 32 Meg x 16 Functional Block Diagram
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512Mb: x4, x8, x16 DDR2 SDRAM
Functional Block Diagrams

PDF: 09005aef82f1e6e2
512MbDDR2.pdf - Rev. O 7/09 EN 12 Micron Technology, Inc. reserves the right to change products or specifications without notice.

©2004 Micron Technology, Inc. All rights reserved.



UC Regents Spring 2012 © UCBCS 150 L12: DRAM

Memory Arrays

DDR2 SDRAM
MT47H128M4 – 32 Meg x 4 x 4 banks
MT47H64M8 – 16 Meg x 8 x 4 banks
MT47H32M16 – 8 Meg x 16 x 4 banks

Features
! VDD = +1.8V ±0.1V, VDDQ = +1.8V ±0.1V

! JEDEC-standard 1.8V I/O (SSTL_18-compatible)

! Differential data strobe (DQS, DQS#) option

! 4n-bit prefetch architecture

! Duplicate output strobe (RDQS) option for x8

! DLL to align DQ and DQS transitions with CK

! 4 internal banks for concurrent operation

! Programmable CAS latency (CL)

! Posted CAS additive latency (AL)

! WRITE latency = READ latency - 1 tCK

! Selectable burst lengths: 4 or 8

! Adjustable data-output drive strength

! 64ms, 8192-cycle refresh

! On-die termination (ODT)

! Industrial temperature (IT) option

! Automotive temperature (AT) option

! RoHS-compliant

! Supports JEDEC clock jitter specification

Options1 Marking
! Configuration  
" 128 Meg x 4 (32 Meg x 4 x 4 banks) 128M4
" 64 Meg x 8 (16 Meg x 8 x 4 banks) 64M8
" 32 Meg x 16 (8 Meg x 16 x 4 banks) 32M16
! FBGA package (Pb-free) – x16  
" 84-ball FBGA (8mm x 12.5mm) Rev. F HR
! FBGA package (Pb-free) – x4, x8  
" 60-ball FBGA (8mm x 10mm) Rev. F CF
! FBGA package (lead solder) – x16  
" 84-ball FBGA (8mm x 12.5mm) Rev. F HW
! FBGA package (lead solder) – x4, x8  
" 60-ball FBGA (8mm x 10mm) Rev. F JN
! Timing – cycle time  
" 2.5ns @ CL = 5 (DDR2-800) -25E
" 2.5ns @ CL = 6 (DDR2-800) -25
" 3.0ns @ CL = 4 (DDR2-667) -3E
" 3.0ns @ CL = 5 (DDR2-667) -3
" 3.75ns @ CL = 4 (DDR2-533) -37E
! Self refresh  
" Standard None
" Low-power L
! Operating temperature  
" Commercial (0°C # TC # 85°C) None
" Industrial (–40°C # TC # 95°C;

–40°C # TA # 85°C)
IT

" Automotive (–40°C # TC, TA  # 105°C) AT
! Revision :F

Note: 1. Not all options listed can be combined to
define an offered product. Use the Part
Catalog Search on www.micron.com for
product offerings and availability.

512Mb: x4, x8, x16 DDR2 SDRAM
Features

PDF: 09005aef82f1e6e2
512MbDDR2.pdf - Rev. O 7/09 EN 1 Micron Technology, Inc. reserves the right to change products or specifications without notice.

©2004 Micron Technology, Inc. All rights reserved.

Products and specifications discussed herein are subject to change by Micron without notice.
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Bit Line
“Column” 

“Word Line”
“Row” 

People 
buy 

DRAM for 
the bits.
“Edge” 
circuits 

are 
overhead.

So, we 
amortize 
the edge 
circuits 
over big 
arrays.
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8192 
rows

16384 
columns

134 217 728 usable bits
(tester found good bits in bigger array)

1 

o
f 

8
1
9
2 

d
e
c
o
d
e
r

13-bit
row 

address 
input

16384 bits delivered by sense amps

Select requested bits, send off the chip

A “bank” of 128 Mb (512Mb chip -> 4 banks)

In reality, 16384 columns are 
divided into 64 smaller arrays.
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Recall DRAM Challenge #3b: Sensing

Compare the bit line against the voltage on a 
“dummy” bit line.

How do we reliably sense a 60mV signal?

[...]

“Dummy” bit line.
Cells hold no charge.

?-
+Bit line to sense

Dummy bit line

“sense amp”
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8192 
rows

16384 
columns

134 217 728 usable bits
(tester found good bits in bigger array)

1 

o
f 

8
1
9
2 

d
e
c
o
d
e
r

13-bit
row 

address 
input

16384 bits delivered by sense amps

Select requested bits, send off the chip

“Sensing” is row read into sense amps
Slow!  This 2.5ns period DRAM (400 MT/s) can 

do row reads at only 55 ns ( 18 MHz).

DRAM has high latency to first bit out. A fact of life.
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An ill-timed refresh may add to latency 

Vdd

Bit Line
+++++++

Word Line

p-

oxide
n+ n+

oxide
------

Parasitic currents leak 
away charge.

Diode leakage ...

Solution: “Refresh”, by rewriting cells at 
regular intervals (tens of milliseconds)
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8192 
rows

16384 
columns

134 217 728 usable bits
(tester found good bits in bigger array)
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d
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13-bit
row 

address 
input

16384 bits delivered by sense amps

Select requested bits, send off the chip

Latency is not the same as bandwidth!
What if we want all of the 16384 bits? 

In row access time (55 ns) we can do
22 transfers at 400 MT/s. 

16-bit chip bus -> 22 x 16 = 352 bits << 16384
Now the row access time looks fast! 

Thus, push to 
faster DRAM 

interfaces
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8192 
rows

16384 
columns

134 217 728 usable bits
(tester found good bits in bigger array)
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o
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8
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d
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c
o
d
e
r

13-bit
row 

address 
input

16384 bits delivered by sense amps

Select requested bits, send off the chip

Sadly, it’s rarely this good ...
What if we want all of the 16384 bits?

 The “we” for a CPU would be the 
program running on the CPU.

Recall Amdalh’s law: If 20% of the memory 
accesses need a new row access ... not good.
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DRAM latency/bandwidth chip features
Columns: Design the right interface
for CPUs to request the subset of a 
column of data it wishes:

16384 bits delivered by sense amps

Select requested bits, send off the chip
Interleaving: Design the right interface 
to the 4 memory banks on the chip, so
several row requests run in parallel.

Bank 1 Bank 2 Bank 3 Bank 4
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Off-chip interface for the Micron part ...
Note!  This example is best-case! 

To access a new row, a slow ACTIVE 
command must run before the READ.

A clocked bus:
200 MHz clock, 

data transfers on 
both edges (DDR).

CAS Latency (CL)

The CAS latency (CL) is defined by bits M4–M6, as shown in Figure 34 (page 72). CL is
the delay, in clock cycles, between the registration of a READ command and the availa-
bility of the first bit of output data. The CL can be set to 3, 4, 5, 6, or 7 clocks, depending
on the speed grade option being used.

DDR2 SDRAM does not support any half-clock latencies. Reserved states should not be
used as an unknown operation otherwise incompatibility with future versions may result.

DDR2 SDRAM also supports a feature called posted CAS additive latency (AL). This fea-
ture allows the READ command to be issued prior to tRCD (MIN) by delaying the
internal command to the DDR2 SDRAM by AL clocks. The AL feature is described in
further detail in Posted CAS Additive Latency (AL) (page 78).

Examples of CL = 3 and CL = 4 are shown in Figure 35; both assume AL = 0. If a READ
command is registered at clock edge n, and the CL is m clocks, the data will be available
nominally coincident with clock edge n + m (this assumes AL = 0).

Figure 35: CL

DO
 n + 3

DO
 n + 2

DO
 n + 1

CK

CK#

Command

DQ

DQS, DQS#

CL = 3 (AL = 0)

READ

T0 T1 T2

Don’t careTransitioning data

NOP NOP NOP

DO
 n

T3 T4 T5

NOP NOP

T6

NOP

DO
 n + 3

DO
 n + 2

DO
 n + 1

CK

CK#

Command

DQ

DQS, DQS#

CL = 4 (AL = 0)

READ

T0 T1 T2

NOP NOP NOP

DO
 n

T3 T4 T5

NOP NOP

T6

NOP

Notes: 1. BL = 4.
2. Posted CAS# additive latency (AL) = 0.
3. Shown with nominal tAC, tDQSCK, and tDQSQ.
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Mode Register (MR)
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DRAM is controlled via 
commands

(READ, WRITE, 
REFRESH, ...)

Synchronous data 
output.
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Opening a row before reading ...Figure 52: Bank Read – with Auto Precharge
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DO
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NOP1NOP1Command1 ACT

RA Col n

Bank x

RA

RA

Bank x

ACT

Bank x

NOP1 NOP1 NOP1 NOP1 NOP1

tHZ  (MIN)

Don’t CareTransitioning Data

READ2,3

Address

AL = 1

tRTP

Internal
precharge

4

55

5 5

DO
 n

Notes: 1. NOP commands are shown for ease of illustration; other commands may be valid at
these times.

2. BL = 4, RL = 4 (AL = 1, CL = 3) in the case shown.
3. The DDR2 SDRAM internally delays auto precharge until both tRAS (MIN) and tRTP (MIN)

have been satisfied.
4. Enable auto precharge.
5. I/O balls, when entering or exiting High-Z, are not referenced to a specific voltage level,

but to when the device begins to drive or no longer drives, respectively.
6. DO n = data-out from column n; subsequent elements are applied in the programmed

order.

512Mb: x4, x8, x16 DDR2 SDRAM
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Figure 52: Bank Read – with Auto Precharge
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CK
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DO
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Notes: 1. NOP commands are shown for ease of illustration; other commands may be valid at
these times.

2. BL = 4, RL = 4 (AL = 1, CL = 3) in the case shown.
3. The DDR2 SDRAM internally delays auto precharge until both tRAS (MIN) and tRTP (MIN)

have been satisfied.
4. Enable auto precharge.
5. I/O balls, when entering or exiting High-Z, are not referenced to a specific voltage level,

but to when the device begins to drive or no longer drives, respectively.
6. DO n = data-out from column n; subsequent elements are applied in the programmed

order.
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55 ns between row opens.

15 ns 15 ns 

Auto-Precharge 
READ 
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However, we can read columns quickly

Figure 45: Consecutive READ Bursts

CK

CK#

Command READ NOP READ NOP NOP NOP NOP

Address Bank,
Col n

Bank,
Col b

Command READ NOP READ NOP NOP NOP

Address Bank,
Col n

Bank,
Col b

RL = 3

CK

CK#

DQ

DQS, DQS#

RL = 4

DQ

DQS, DQS#

DO
n

DO
b

DO
n

DO
b

T0 T1 T2 T3 T3n T4nT4 T5 T6T5n T6n

T0 T1 T2 T3T2n

NOP

T3n T4nT4 T5 T6T5n T6n

Don’t CareTransitioning Data

tCCD

tCCD

Notes: 1. DO n (or b) = data-out from column n (or column b).
2. BL = 4.
3. Three subsequent elements of data-out appear in the programmed order following

DO n.
4. Three subsequent elements of data-out appear in the programmed order following

DO b.
5. Shown with nominal tAC, tDQSCK, and tDQSQ.
6. Example applies only when READ commands are issued to same device.

512Mb: x4, x8, x16 DDR2 SDRAM
READ

PDF: 09005aef82f1e6e2
512MbDDR2.pdf - Rev. O 7/09 EN 90 Micron Technology, Inc. reserves the right to change products or specifications without notice.
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Note: This is a “normal read” (not Auto-Precharge). 
Both READs are to the same bank, but different columns.
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8192 
rows

16384 
columns

134 217 728 usable bits
(tester found good bits in bigger array)

1 

o
f 

8
1
9
2 

d
e
c
o
d
e
r

13-bit
row 

address 
input

16384 bits delivered by sense amps

Select requested bits, send off the chip

Column reads select from the 16384 bits here

Why can we read columns quickly?
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Interleave: Access all 4 banks in parallel

Can also do other commands on banks concurrently.

Figure 43: Multibank Activate Restriction

 

Command

Don’t Care

T1T0 T2 T3 T4 T5 T6 T7

tRRD (MIN)

Row Row

READACT ACT NOP

tFAW (MIN)

Bank address

CK#

Address

CK

T8 T9

Col

Bank a

ACTREAD READ READACT NOP

RowCol RowCol Col

Bank cBank b Bank dBank c Bank e

ACT

Row

T10

Bank dBank bBank a

Note: 1. DDR2-533 (-37E, x4 or x8), tCK = 3.75ns, BL = 4, AL = 3, CL = 4, tRRD (MIN) = 7.5ns,
tFAW (MIN) = 37.5ns.
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Interleaving: Design the right interface 
to the 4 memory banks on the chip, so
several row requests run in parallel.

Bank a Bank b Bank c Bank d
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Only part of a bigger story ...

Figure 4: 64 Meg x 8 Functional Block Diagram
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Figure 5: 32 Meg x 16 Functional Block Diagram
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Only part of a bigger story ...
State Diagram

Figure 2: Simplified State Diagram
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Note: 1. This diagram provides the basic command flow. It is not comprehensive and does not
identify all timing requirements or possible command restrictions such as multibank in-
teraction, power down, entry/exit, etc.
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Burst Length

Burst length is defined by bits M0–M2, as shown in Figure 34. Read and write accesses
to the DDR2 SDRAM are burst-oriented, with the burst length being programmable to
either four or eight. The burst length determines the maximum number of column loca-
tions that can be accessed for a given READ or WRITE command.

When a READ or WRITE command is issued, a block of columns equal to the burst
length is effectively selected. All accesses for that burst take place within this block,
meaning that the burst will wrap within the block if a boundary is reached. The block is
uniquely selected by A2–Ai when BL = 4 and by A3–Ai when BL = 8 (where Ai is the most
significant column address bit for a given configuration). The remaining (least signifi-
cant) address bit(s) is (are) used to select the starting location within the block. The
programmed burst length applies to both read and write bursts.

Figure 34: MR Definition
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charge, a row access, and a column access for a total of
seven cycles per reference, or 56 cycles for all eight refer-
ences. If we reschedule these operations as shown in Figure
1B they can be performed in 19 cycles.

The following section discusses the characteristics of mod-
ern DRAM architecture. Section 3 introduces the concept of
memory access scheduling and the possible algorithms that
can be used to reorder DRAM operations. Section 4
describes the streaming media processor and benchmarks
that will be used to evaluate memory access scheduling.
Section 5 presents a performance comparison of the various
memory access scheduling algorithms. Finally, Section 6
presents related work to memory access scheduling.

2  Modern DRAM Architecture

As illustrated by the example in the Introduction, the order
in which DRAM accesses are scheduled can have a dra-
matic impact on memory throughput and latency. To
improve memory performance, a memory controller must
take advantage of the characteristics of modern DRAM.

Figure 2 shows the internal organization of modern
DRAMs. These DRAMs are three-dimensional memories
with the dimensions of bank, row, and column. Each bank
operates independently of the other banks and contains an
array of memory cells that are accessed an entire row at a
time. When a row of this memory array is accessed (row
activation) the entire row of the memory array is transferred
into the bank’s row buffer. The row buffer serves as a cache
to reduce the latency of subsequent accesses to that row.
While a row is active in the row buffer, any number of reads
or writes (column accesses) may be performed, typically
with a throughput of one per cycle. After completing the

available column accesses, the cached row must be written
back to the memory array by an explicit operation (bank
precharge) which prepares the bank for a subsequent row
activation. An overview of several different modern DRAM
types and organizations, along with a performance compari-
son for in-order access, can be found in [4].

For example, the 128Mb NEC µPD45128163 [13], a typical
SDRAM, includes four internal memory banks, each com-
posed of 4096 rows and 512 columns. This SDRAM may be
operated at 125MHz, with a precharge latency of 3 cycles
(24ns) and a row access latency of 3 cycles (24ns). Pipe-
lined column accesses that transfer 16 bits may issue at the
rate of one per cycle (8ns), yielding a peak transfer rate of
250MB/s. However, it is difficult to achieve this rate on
non-sequential access patterns for several reasons. A bank
cannot be accessed during the precharge/activate latency, a
single cycle of high impedance is required on the data pins
when switching between read and write column accesses,
and a single set of address lines is shared by all DRAM
operations (bank precharge, row activation, and column
access). The amount of bank parallelism that is exploited
and the number of column accesses that are made per row
access dictate the sustainable memory bandwidth out of
such a DRAM, as illustrated in Figure 1 of the Introduction.

A memory access scheduler must generate a schedule that
conforms to the timing and resource constraints of these
modern DRAMs. Figure 3 illustrates these constraints for
the NEC SDRAM with a simplified bank state diagram and
a table of operation resource utilization. Each DRAM oper-
ation makes different demands on the three DRAM
resources: the internal banks, a single set of address lines,
and a single set of data lines. The scheduler must ensure that

Figure 1. Time to complete a series of memory references without (A) and with (B) access reordering.
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DRAM controllers: reorder requests

Memory Access Scheduling
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Abstract

The bandwidth and latency of a memory system are strongly

dependent on the manner in which accesses interact with
the “3-D” structure of banks, rows, and columns character-

istic of contemporary DRAM chips. There is nearly an order

of magnitude difference in bandwidth between successive

references to different columns within a row and different

rows within a bank. This paper introduces memory access
scheduling, a technique that improves the performance of a
memory system by reordering memory references to exploit

locality within the 3-D memory structure. Conservative

reordering, in which the first ready reference in a sequence

is performed, improves bandwidth by 40% for traces from

five media benchmarks. Aggressive reordering, in which

operations are scheduled to optimize memory bandwidth,
improves bandwidth by 93% for the same set of applica-

tions. Memory access scheduling is particularly important

for media processors where it enables the processor to make

the most efficient use of scarce memory bandwidth.

1  Introduction

Modern computer systems are becoming increasingly lim-
ited by memory performance. While processor performance
increases at a rate of 60% per year, the bandwidth of a mem-
ory chip increases by only 10% per year making it costly to
provide the memory bandwidth required to match the pro-
cessor performance [14] [17]. The memory bandwidth bot-
tleneck is even more acute for media processors with
streaming memory reference patterns that do not cache well.
Without an effective cache to reduce the bandwidth
demands on main memory, these media processors are more

often limited by memory system bandwidth than other com-
puter systems.

To maximize memory bandwidth, modern DRAM compo-
nents allow pipelining of memory accesses, provide several
independent memory banks, and cache the most recently
accessed row of each bank. While these features increase
the peak supplied memory bandwidth, they also make the
performance of the DRAM highly dependent on the access
pattern. Modern DRAMs are not truly random access
devices (equal access time to all locations) but rather are
three-dimensional memory devices with dimensions of
bank, row, and column. Sequential accesses to different
rows within one bank have high latency and cannot be pipe-
lined, while accesses to different banks or different words
within a single row have low latency and can be pipelined.

The three-dimensional nature of modern memory devices
makes it advantageous to reorder memory operations to
exploit the non-uniform access times of the DRAM. This
optimization is similar to how a superscalar processor
schedules arithmetic operations out of order. As with a
superscalar processor, the semantics of sequential execution
are preserved by reordering the results.

This paper introduces memory access scheduling in which
DRAM operations are scheduled, possibly completing
memory references out of order, to optimize memory sys-
tem performance. The several memory access scheduling
strategies introduced in this paper increase the sustained
memory bandwidth of a system by up to 144% over a sys-
tem with no access scheduling when applied to realistic syn-
thetic benchmarks. Media processing applications exhibit a
30% improvement in sustained memory bandwidth with
memory access scheduling, and the traces of these applica-
tions offer a potential bandwidth improvement of up to
93%.

To see the advantage of memory access scheduling, con-
sider the sequence of eight memory operations shown in
Figure 1A. Each reference is represented by the triple (bank,
row, column). Suppose we have a memory system utilizing
a DRAM that requires 3 cycles to precharge a bank, 3 cycles
to access a row of a bank, and 1 cycle to access a column of
a row. Once a row has been accessed, a new column access
can issue each cycle until the bank is precharged. If these
eight references are performed in order, each requires a pre-
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charge, a row access, and a column access for a total of
seven cycles per reference, or 56 cycles for all eight refer-
ences. If we reschedule these operations as shown in Figure
1B they can be performed in 19 cycles.

The following section discusses the characteristics of mod-
ern DRAM architecture. Section 3 introduces the concept of
memory access scheduling and the possible algorithms that
can be used to reorder DRAM operations. Section 4
describes the streaming media processor and benchmarks
that will be used to evaluate memory access scheduling.
Section 5 presents a performance comparison of the various
memory access scheduling algorithms. Finally, Section 6
presents related work to memory access scheduling.

2  Modern DRAM Architecture

As illustrated by the example in the Introduction, the order
in which DRAM accesses are scheduled can have a dra-
matic impact on memory throughput and latency. To
improve memory performance, a memory controller must
take advantage of the characteristics of modern DRAM.

Figure 2 shows the internal organization of modern
DRAMs. These DRAMs are three-dimensional memories
with the dimensions of bank, row, and column. Each bank
operates independently of the other banks and contains an
array of memory cells that are accessed an entire row at a
time. When a row of this memory array is accessed (row
activation) the entire row of the memory array is transferred
into the bank’s row buffer. The row buffer serves as a cache
to reduce the latency of subsequent accesses to that row.
While a row is active in the row buffer, any number of reads
or writes (column accesses) may be performed, typically
with a throughput of one per cycle. After completing the

available column accesses, the cached row must be written
back to the memory array by an explicit operation (bank
precharge) which prepares the bank for a subsequent row
activation. An overview of several different modern DRAM
types and organizations, along with a performance compari-
son for in-order access, can be found in [4].

For example, the 128Mb NEC µPD45128163 [13], a typical
SDRAM, includes four internal memory banks, each com-
posed of 4096 rows and 512 columns. This SDRAM may be
operated at 125MHz, with a precharge latency of 3 cycles
(24ns) and a row access latency of 3 cycles (24ns). Pipe-
lined column accesses that transfer 16 bits may issue at the
rate of one per cycle (8ns), yielding a peak transfer rate of
250MB/s. However, it is difficult to achieve this rate on
non-sequential access patterns for several reasons. A bank
cannot be accessed during the precharge/activate latency, a
single cycle of high impedance is required on the data pins
when switching between read and write column accesses,
and a single set of address lines is shared by all DRAM
operations (bank precharge, row activation, and column
access). The amount of bank parallelism that is exploited
and the number of column accesses that are made per row
access dictate the sustainable memory bandwidth out of
such a DRAM, as illustrated in Figure 1 of the Introduction.

A memory access scheduler must generate a schedule that
conforms to the timing and resource constraints of these
modern DRAMs. Figure 3 illustrates these constraints for
the NEC SDRAM with a simplified bank state diagram and
a table of operation resource utilization. Each DRAM oper-
ation makes different demands on the three DRAM
resources: the internal banks, a single set of address lines,
and a single set of data lines. The scheduler must ensure that

Figure 1. Time to complete a series of memory references without (A) and with (B) access reordering.
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7. Thermal Management
Generally, stacked die packages including a DRAM device

require careful thermal management. The maximum junction
temperature of DRAM (typically 85°C) strictly limits the
maximum power consumption.
We conducted a thermal simulation in the practical

dimensions shown in Table 2. We took a 15 mm square
SMAFTI package as a test structure which contains 9-strata
stacked DRAM and a Logic die. We set the power
consumption ratio of PLogic:PDRAM to 9:1. In our power-
effective DRAM architecture, the total power consumption of
a 9-strata stacked DRAM module will not exceed twice that
of single DRAM power because only the accessed will layer
would be activated.

The thermal resistances (Oja) simulated in Computational
Fluid Dynamics (CFD) are shown in Fig. 20. A stacked

}Silicon lid

DRAM
with TSV

~~~~ }FTI~~~~~~~~T

I CMOS logic

Figure 18. Cross-sectional image of stacked DRAM
interconnected to CMOS logic die

DRAM line is slightly upward of a reference single DRAM
line for about four percentage points. This means a stacked
DRAM structure does not have a disadvantage respect to
thermal management. With the help of optional structures,
such as a lid or a heat sink, thermal resistance can be lowered
further. Figure 21 shows the effect of various thermal
managements in the case of a single DRAM. Even a lid
attachment can reduce thermal resistance over 20 percentage
points.

Inside a module, micro-bumps behave as heat conductors
so as to release the logic device heat upward. The ultra-thin
interposer does not prevent thermal flow between the logic
and DRAM dice either. These results indicate that a SMAFTI
package can manage the expected power of a large capacity
stacked DRAM SiP.

Table 2. Specification of thermal simulation model

Package size 15.0 mm x 15.0 mm

DRAM die size 12.7 mm x 10.35 mm

Logic die size 5.31 mm x 5.31 mm

Number of stacked DRAM 9-strata or single die
BGA pin count / pitch 500 pin / 0.5mm pitch
Power consumption ratio 9: 1

(KLogic PDRAM)
PCB size (JEDEC STD) 101.5 mm x 114.3 mm

_ x 1.6 mm (4-layers)

Figure 19. Demonstrated prototype operation
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5. Interconnection Reliability
A high temperature storage test of micro-bump

interconnections was carried out using a stacked TSV-TEG
sample. Aging behavior during thermal treatment at a fixed-
point cross-section was observed using the method described
below. A fine cross-section of micro-bump interconnection
was exposed by mechanical polishing and Ar ion milling.
After SEM observation of the initial conditions, the sample
was baked at 150 °C in an Ar atmosphere. The baked sample
was treated with a focused ion beam (FIB) technique, and
SEM observation was repeated. These processes were
repeated at 0 (initial condition), 100, 300, and 500 hours of
aging. The SEM observation results are shown in Fig. 16.
Soon after bond forming at the welding potion, Cu6Sn5 as the
dominant intermetallic layer and tin oxide involving small
voids were observed at the initial interface near the Ni
surface. A Cu3Sn layer of about 0.4 pim was formed on the Cu
interface. As the aging progressed, the Cu3Sn intermetallic
layer grew from Cu pillar bump side to the Ni bump side, and
reached the Ni surface at 300 hours. At 500 hours, Kirkendall
voids were observed at the interface of the Cu/Cu3Sn and
Cu3Sn/Ni layers. During this aging process, the growth of the
Ni-Sn intermetallic layer could barely be observed. This
indicates that Cu supplied from pillar bumps in Sn solder may
have suppressed Ni diffusion into solder [10], and could
prevent the degradation of the thin backside bumps.

6. Stacked DRAM Packaging and Operation
A prototype package structure including stacked DRAM

and a CMOS logic device was fabricated to verify our
concept. The package structure and specifications are shown
in Fig. 17 and Table 1, respectively. The memory capacity of
a single DRAM die is 512 Mbit, and the total memory
capacity of 2-strata memory is 1 Gbit. A DRAM die has 1,560
TSVs inside and micro-bumps on both surfaces. On the
stacked 2-strata memory, a silicon lid with dummy micro-
bumps was bonded. The CMOS logic device includes a
memory I/F circuit and a serializer/deserializer. The logic
device is connected to the stacked DRAM through
feedthrough vias of the FTI in a pitch of 50 ptm.

Figure 18 shows a cross-sectional image of a prototype
sample. The stacked DRAM with poly-Si TSVs, the FTI, and
a bumped CMOS logic device as designed can be clearly
observed.

Operation tests of the DRAM cells were carried out with a
memory tester, using a 2-strata stacked DRAM on a silicon
interposer prepared separately from this SMAFTI sample, and
normal operation for all cells was confirmed.

Figure 19 shows measured signals of read/write operation
to the DRAM cells in SMAFTI package. It was confirmed
that the CMOS logic device cooperated with the DRAM with
TSV, and high-speed signals were transmitted through the
FTI wiring without significant degradation.

Gbit stacked DRAM with TSV
(512 Mbit x 2 strata)

Molded resin Silicon lid

-W 5A^ .
FTI CMOs lrgi BGA

Figure 16. Fixed-point cross-sectional observation of the
aging behavior of micro-bump interconnection
during thermal treatment at 150 °C

Figure 17. Prototype package structure

Table 1. Specification of prototype sample

DRAM die size 10.7 mm x 13.3 mm

DRAM die thickness 50 ptm
TSV count in DRAM 1,560
DRAM capacity 512 Mbit/die x 2 strata

CMOS logic die size 17.5 mm x 17.5 mm
CMOS logic die thickness 200 ptm
CMOS logic bump count 3,497
CMOS logic process 0.18 pim CMOS
DRAM-logic FTI via pitch 50 ptm
Package size 33 mm x 33 mm
BGA terminal 520 pin / 1mm pitch
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8. Conclusions
A 3D stacked memory integrated on a logic device using

SMAFTI technology was developed as a general-purpose 3D-
LSI integration platform. DRAM process compatible TSVs
and a D2W multi-layer sequential die stacking process using

2.0 micro-bump interconnections were developed for this
packaging technology. As a result, a SMAFTI package
including a 2-strata DRAM die with a logic device was

successfully completed. Operation of the actual device was
first demonstrated as a 3D-LSI with the DRAM introducing
TSVs on the CMOS logic device. Furthermore, the thermal
simulation results indicate the availability of SMAFTI
package for logic and 3D stacked memory integrated SiPs.
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5. Interconnection Reliability
A high temperature storage test of micro-bump

interconnections was carried out using a stacked TSV-TEG
sample. Aging behavior during thermal treatment at a fixed-
point cross-section was observed using the method described
below. A fine cross-section of micro-bump interconnection
was exposed by mechanical polishing and Ar ion milling.
After SEM observation of the initial conditions, the sample
was baked at 150 °C in an Ar atmosphere. The baked sample
was treated with a focused ion beam (FIB) technique, and
SEM observation was repeated. These processes were
repeated at 0 (initial condition), 100, 300, and 500 hours of
aging. The SEM observation results are shown in Fig. 16.
Soon after bond forming at the welding potion, Cu6Sn5 as the
dominant intermetallic layer and tin oxide involving small
voids were observed at the initial interface near the Ni
surface. A Cu3Sn layer of about 0.4 pim was formed on the Cu
interface. As the aging progressed, the Cu3Sn intermetallic
layer grew from Cu pillar bump side to the Ni bump side, and
reached the Ni surface at 300 hours. At 500 hours, Kirkendall
voids were observed at the interface of the Cu/Cu3Sn and
Cu3Sn/Ni layers. During this aging process, the growth of the
Ni-Sn intermetallic layer could barely be observed. This
indicates that Cu supplied from pillar bumps in Sn solder may
have suppressed Ni diffusion into solder [10], and could
prevent the degradation of the thin backside bumps.

6. Stacked DRAM Packaging and Operation
A prototype package structure including stacked DRAM

and a CMOS logic device was fabricated to verify our
concept. The package structure and specifications are shown
in Fig. 17 and Table 1, respectively. The memory capacity of
a single DRAM die is 512 Mbit, and the total memory
capacity of 2-strata memory is 1 Gbit. A DRAM die has 1,560
TSVs inside and micro-bumps on both surfaces. On the
stacked 2-strata memory, a silicon lid with dummy micro-
bumps was bonded. The CMOS logic device includes a
memory I/F circuit and a serializer/deserializer. The logic
device is connected to the stacked DRAM through
feedthrough vias of the FTI in a pitch of 50 ptm.

Figure 18 shows a cross-sectional image of a prototype
sample. The stacked DRAM with poly-Si TSVs, the FTI, and
a bumped CMOS logic device as designed can be clearly
observed.

Operation tests of the DRAM cells were carried out with a
memory tester, using a 2-strata stacked DRAM on a silicon
interposer prepared separately from this SMAFTI sample, and
normal operation for all cells was confirmed.

Figure 19 shows measured signals of read/write operation
to the DRAM cells in SMAFTI package. It was confirmed
that the CMOS logic device cooperated with the DRAM with
TSV, and high-speed signals were transmitted through the
FTI wiring without significant degradation.

Gbit stacked DRAM with TSV
(512 Mbit x 2 strata)

Molded resin Silicon lid
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Figure 16. Fixed-point cross-sectional observation of the
aging behavior of micro-bump interconnection
during thermal treatment at 150 °C

Figure 17. Prototype package structure

Table 1. Specification of prototype sample

DRAM die size 10.7 mm x 13.3 mm

DRAM die thickness 50 ptm
TSV count in DRAM 1,560
DRAM capacity 512 Mbit/die x 2 strata

CMOS logic die size 17.5 mm x 17.5 mm
CMOS logic die thickness 200 ptm
CMOS logic bump count 3,497
CMOS logic process 0.18 pim CMOS
DRAM-logic FTI via pitch 50 ptm
Package size 33 mm x 33 mm
BGA terminal 520 pin / 1mm pitch
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Abstract
A general-purpose 3D-LSI platform technology for a

high-capacity stacked memory integrated on a logic device
was developed for high-performance, power-efficient, and
scalable computing. SMAFTI technology [1-5], featuring an
ultra-thin organic interposer with high-density feedthrough
conductive vias, was introduced for interconnecting the 3D
stacked memory and the logic device. A DRAM-compatible
manufacturing process was realized through the use of a "via-
first" process and highly doped poly-Si through-silicon-vias
(TSVs) for vertical traces inside memory dice. A multilayer
ultra-thin die stacking process using micro-bump
interconnection technology was developed, and Sn-Ag/Cu
pillar bumps and Au/Ni backside bumps for memory dice
were used for this technology. The vertical integration of
stacked DRAM with TSVs and a logic device in a BGA
package has been successfully achieved, and actual device
operation has been demonstrated for the first time as a 3D-
LSI with the DRAM introducing TSVs on the logic device.

1. Introduction
From mobile terminals to supercomputers, maximum

computing power using limited resources such as power
consumption and volume is required for next-generation
information processing devices. The 3D integrated logic
device with stacked memory matches this objective because
the shortest and highly-parallel connection between logic and
high-capacity memory avoids the von Neumann bottleneck,
reduces the power consumption due to long-distance and
high-frequency signal transmission, and realizes the highest
device density. For these requirements, we have developed
the SMAFTI technology to be a general purpose 3D-LSI
integration platform featuring a high-density interposer,
inserted between semiconductor devices; and a micro-
assembly process on silicon wafer.

2. Concept, Structure, and Process
Figure 1 shows the concept of a system integration using

SMAFTI technology. A thin interposer with high-density
feedthrough vias, called a feedthrough interposer (FTI), is
inserted between a high-capacity memory and a logic device.
The area-arrayed feedthrough vias interconnect the memory
die and the logic die directly, and the logic device can access
to high-capacity memory through a wide-band and low-
latency electrical path. The FTI consists of Cu wiring and a
polyimide dielectric, and has a wiring rule on the scale of
about 10 pim. This high-density and low-impedance wiring
layer enables seamless interconnection between
semiconductor circuits and system boards, and also provides
sufficient power supply capacity for face-to-face bonded
semiconductor devices without TSV technology.

Nevertheless, recent trends of system architecture, such as
multiple processor cores in a single die, are such that greater

Vertical bus 3D stacked memory
\ ~~/

FTI Processor die

Vertical bus

FTI

3D shared memory
/

Processor cores

K n-yl-apacty ivil
Power I! I

Spl Processor

Feedthrough Interposer (FTI)

Imory

Signal

High-Density
Feedthrough Vias

Vertical bus 3D local memory cores

-U) AL I
FTI Processor cores

Figure 1. Basic concept of system integration using
SMAFTI technology

Figure 2. Three-dimensional integration examples using
SMAFTI technology introducing stacked
memory
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Figure 160. Top Level Diagram of the Data Receiver Controller 

The DIV-BY-4 circuit generates four clock phases that serve as 
inputs to the data receiver controller. All DDR registers in the 
data and DCI paths operate on both clock edges; however, for 
clarity purposes, only the phases (that is, 0° and 90°) corresponding 
to the positive edge of each path are shown. One of the DIV-BY-
4 phases is used to generate the DCO signal; therefore, the phase 
relationship between DCO and clocks fed into the controller 
remains fixed. Note that it is this attribute that allows possible 
factory calibration of images and clock spurs that are attributed 
to fDAC/4 modulation of the critical DAC clock.  

After this data has been successively sampled into the first set of 
registers, an elastic FIFO is used to transfer the data into the 
AD9737A/AD9739A clock domain. To track any phase variation 
continuously between the two clock domains, the data receiver 
controller should always be enabled and placed into track mode 
(Register 0x10, Bit 1 and Bit 0). Tracking mode operates cont-
inuously in the background to track delay variations between 
the host and AD9737A/AD9739A clock domains. It does so by 
ensuring that the DCI signal is sampled within a very narrow 
window defined by two internally generated clocks (that is, PRE 
and PST), as shown in Figure 161. Note that proper sampling of 
the DCI signal can also be confirmed by monitoring the status 
of DCI_PRE_PH0 (Register 0x0C, Bit 2) and DCI_PST_PH0 
(Register 0x0C, Bit 0). If the delay settings are correct, the state 
of DCI_ PRE_PH0 should be 0, and the state of DCI_PST_PH0 
should be 1. 
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Figure 161. Pre- and Post-Delay Sampling Diagram 

The skew or window width (FINE_DEL_SKEW) is set via 
Register 0x13, Bits[3:0], with a maximum skew of approximately 
300 ps and resolution of 12 ps. It is recommended that the skew 
be set to 36 ps (that is, Register 0x13 = 0x72) during initialization. 
Note that the skew setting also affects the speed of the controller 
loop, with tighter skew settings corresponding to longer 
response time.  

Data Receiver Controller Initialization Description 

The data controller should be initialized and placed into track 
mode as the second step in the SPI boot sequence. The following 
steps are recommended for the initialization of the data receiver 
controller: 

1. Set FINE_DEL_SKEW to 2 for a larger DCI sampling window 
(Register 0x13 = 0x72). Note that the default DCI_DEL and 
SMP_DEL settings of 167 are optimum. 

2. Disable the controller before enabling (that is, Register 0x10 
= 0x00). 

3. Enable the Rx controller in two steps: Register 0x10 = 0x02 
followed by Register 0x10 = 0x03. 

4. Wait 135 k clock cycles. 
5. Read back Register 0x21 and confirm that it is equal to 

0x05 to ensure that the DLL loop is locked and tracking. 
6. Read back the DCI_DEL value to determine whether the 

value falls within a user defined tracking guard band. If it 
does not, go back to Step 2. 
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