
accesses can proceed m parallel the old data and old panty can be read at 
the same ume and the new data and new panty can be wntten at the same 
nme The performance of small writes IS also d~nded by G because the 
smgle check disk m a group must be read and wntten with every small 
wnte m that group, thereby hmmng the number of writes that can be 
performed at a time to the number of groups 

The check &sk 1s the bouleneck, and the fmal level RAID removes 
thus bottleneck 

MlTF Bxceeds Useful hfetune 

Total Number of D&s 
overhead cost 
Useabk Storage Capacy 

Events&x Full RAID 
(vs Smgk Dtsk) 

Large R& DIS 
Large Writes DIS 
Large R-M-W D/S 
SmallReads D 
Small Wrttes 
Small R-M-W 

G&O 6-25 
(820,ooo hrs (346,000 hrs 
or>90 years) or 40 years) 

11OD 104D 
10% 4% 
91% 96% 

Efitency Per Dtsk Eficwncy Per Dark 
LA L4lL3 L4ILl IL4 L4iL.3 L4lLl 
91/S 100% 91% 961.3 100% 96% 
91/S 100% 182% %/s 100% 192% 
91/s 100% 136% 96/S 100% 146% 
91 1200% 91% 96 3OCKI% 96% 
05 120% 9% 02 120% 4% 
09 120% 14% 04 120% 6% 

Table V. Charactenstrcs of a Level 4 RAID The L4lL3 columt~ gwes 
the % P&Wn0nCe @LA an terms of L3 and the L4lLl column gwes it in 
terms of Ll (>100% means L4 is faster) Small reads improve because 
they no longer trc up a whok group at a time Small writes and R-M-Ws 
improve some because we make the same assumpttons as we made tn 
Table II the slowdown for two related IIOs can be ignored because only 
two d&s are znvolved 
11. Fifth Level RAID: No Single Check Disk 

Whde level 4 RAlQ actieved parallelism for-reads. writes are shll 
limited to one per group smce evay wnte must read and wnte the check 
disk The final level RAID dtsmbutes the data and check mformahon 
across all the d&s--mcludmg the check dlsLs Figure 4 compares the 
locauon of check mformauon m the sectors of d&s for levels 4 and 5 
RAIDS 

The performance Impact of dus small change IS large smce. RAID 
level 5 can support mulnple m&vldual writes per mup For example, 
supposemF~gure4abovewewanttowntesectorOofdrsk2andsectorl 
of du& 3 As shown on the left Figure 4. m RAID level 4 these writes 
must be sequenti smce both sector 0 and sector 1 of disk 5 must be 
wntten However, as shown on the right,, m RAID level 5 the writes can 
proceed m parallel smce a wnte to sector 0 of &sk 2 still involves a wnte 
toQsk5butawntetosectorlofd&3mvolvesawntetodlsk4 

These changes bnng RAID level 5 near the best of both worlds small 
read-mtify-writes now perform close to the speed per d&c of a level 1 
RAID while keeping the large transfer performance per &Sk and high 
useful storage capacity percentage of the RAID levels 3 and 4 Spreadmg 
the data across all Qsks even improves the performance of small reads, 
smce there IS one more &Sk per group that contams data Table VI 
summanze.s the charactens~cs of dus RAID 

Keepmg m mmd the caveats given earher, a Level 5 RAID appears 
very attractlve If you want to do Just SUpfXCOIIIpUbZ apphcatlons, or JUSt 

transaction pmcessmg when storage capacity 1s lmuted. or If you want to 
do both supercomputer appbcanons and Iransacnon pmcessmg 
12. Dwusslon 

Before concludmg the paper, we wish to note a few more mterestmg 
pomts about RAIDs The fti 1s that whde the schemes for disk smpmg 
and panty support were presented as lfthey were done by hardware, there 1s 
no necessny to do so WeJust give the method, and the decmon between 
hardware and software soluuons IS smctly one of cost and benefit. For 
example, m cases where &Sk buffenng 1s effecave, there IS no extra d&s 
reads for level 5 small writes smce the old data and old panty would be m 
mam memory, so software would give the best performance as well as the 
least cost. 

In thus paper we have assumed the transfer umt IS a muluple of the 
sector As the size of the smallest transfer unit grows larger than one 

Check 
IDataD& Disk 

5 D&s 
(contamng Data and Checks) 

(al Check rnforrnarron for 
Level 4 RAID for G=4 and 
C=I The sectors are shown 
below the d&s (The 
checked arem u&ate the 
check mformatwn ) Wrues 
tosoofdtsk2andsl of 
aisk 3 unply writes to So 
and sl of dtsk 5 The 
check dtsk (5) becomes the 
write bottleneck 

II II cl 
II 
B 

(b) Check u@matwn for 
Level 5 RAID for G-4 and 
C=I The sectors are shown 
below the disks. wtth the 
check mJornmaon and &ta 
spreadevenly through all the 
disks Writes to So of& 2 
and sl of dtsk 3 sttll nnply 2 
wntes, but they can be split 
across 2 dtsh to So of dask 5 
and to sl of&Sk 4 

Figure 4 Localton of check informanon per sector for Level 4 RAID 
vs. Level 5 RAID 
MlTF Weeds Useful Lifetune 

G=lO 
(820.000 hrs 
ormyear@ 

Total Number of Disks tlOD 
OWhf?lkiCOSt 10% 
Useable Swmge Capacy 91% 

EventslSec Full RAID Efiuncy Per Disk 
fvs Single Dtsk) L5 LA!.4 LslLl 

L4UgeRmdr D/S 91/s 100% 91% 
Large Writes DIS 91/s 100% 182% 
Lurge R-M-W D/S 91/S 100% 136% 
Small Reads (1-D 100 110% 100% 
Small Writes (l+C/G)DI4 25 550% 50% 
Small R-M-W (l+C/G)&-2 50 550% 75% 

G=.Z 
&woo hrs 
or 40 years) 

104D 
4% 
96% 

Eficuncy Per Dtsk 
Ls LslL.4 L.5lLI 
96/S 100% 96% 
96/s 100% 192% 
96/s 100% 144% 
100 104% 100% 
25 1300% 50% 
so 1300% 75% 

Table VI Charactensttcs of a Level 5 RAID The W/L4 column gives 
the % performance of LT m terms of L4 and the LStLl column gwes w tn 
tenm c$Ll (>I0096 means L5 U farlcr) Because red can be spread over 
all drsks. mcludutg what were check d&s m level 4, all small 110s 
unprove by a factor of 1 +ClG Small writes and R-M-Ws unprove because 
they are no longer constratned by group size, getting the full dtsk 
bandwtdth for the 4 Ilo’s assonated with these accesses We agatn make 
the same assumpttons as we ti m Tables II and V the slowdown for 
two rela@d IIOs can be rgnored beeawe only two d&s are mvolved 
sector per drive--such as a full hack with an Vo protocol that suppats data 
returned out-of-order--then the performance of RAIDS improves 
sigmficantly because of the full track buffer m every disk For example, If 
every disk begms transfemng to ns buffer as soon as u reaches the next 
sector, then S may reduce to less than 1 since there would be vntually no 
rotauonal delay Wnh transfer wuts the size of a track, it IS not even clear 
If synchromzmg the disks m a group Improves RAID performance 

This paper makes two separable pomu the advantages of bmldmg 
I/O systems from personal computer disks and the advantages of five 
different &Sk array oqamzahons, mdependent of disks used m those army 
The later pomt starts wrth the tradmonal mIrrOred d&is to achieve 
acceptable rehablhty, WI~I each succeedmg level lmprovmg 

l the &a rate, characterued by a small number of requests per second 
for massive amounts of sequentml mformauon (supercomputer 
apphcauons). 
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