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Figure 4: In-order pipeline performance with and without latch overhead. Figure 4a shows that when there is no latch overhead performance
improves as pipeline depth is increased. When latch and clock overheads are considered, maximum performance is obtained with 6 FO4 useful
logic per stage , as shown in Figure 4b.

chitectural components can be perfectly pipelined and be par-
titioned into an arbitrary number of stages.

4.1 In-order Issue Processors

Figure 4a shows the harmonic mean of the performance of
SPEC 2000 benchmarks for an in-order pipeline, if there were
no overheads associated with pipelining ( = 0) and
performance was inhibited by only the data and control depen-
dencies in the benchmark. The x-axis in Figure 4a represents

and the y-axis shows performance in billions of instruc-
tions per second (BIPS). Performance was computed as a prod-
uct of IPC and the clock frequency—equal to 1/ . The in-
teger benchmarks have a lower overall performance compared
to the vector floating-point (FP) benchmarks. The vector FP
benchmarks are representative of scientific code that operate
on large matrices and have more ILP than the integer bench-
marks. Therefore, even though the execution core has just two
floating-point units, the vector benchmarks out perform the in-
teger benchmarks. The non-vector FP benchmarks represent
scientific workloads of a different nature, such as numerical
analysis and molecular dynamics. They have less ILP than
the vector benchmarks, and consequently their performance
is lower than both the integer and floating-point benchmarks.
For all three sets of benchmarks, doubling the clock frequency
does not double the performance. When is reduced from
8 to 4 FO4, the ideal improvement in performance is 100%.
However, for the integer benchmarks the improvement is only
18%. As is further decreased, the improvement in per-
formance deviates further from the ideal value.
Figure 4b shows performance of the in-order pipeline with

set to 1.8 FO4. Unlike in Figure 4a, in this graph the
clock frequency is determined by 1/( + ). For
example, at the point in the graph where is equal to 8
FO4, the clock frequency is 1/(10 FO4). Observe that max-
imum performance is obtained when corresponds to 6
FO4. In this experiment, when is reduced from 10 to 6
FO4 the improvement in performance is only about 9% com-
pared to a clock frequency improvement of 50%.

4.2 Comparison with the CRAY-1S

Kunkel and Smith [9] observed for the Cray-1S that maximum
performance can be achieved with 8 gate levels of useful logic
per stage for scalar benchmarks and 4 gate levels for vector
benchmarks. If the Cray-1S were to be designed in CMOS
logic today, the equivalent latency of one logic level would
be about 1.36 FO4, as derived in Appendix A. For the Cray-
1S computer this equivalent would place the optimal at
10.9 FO4 for scalar and 5.4 FO4 for vector benchmarks. The
optimal for vector benchmarks has remained more or
less unchanged, largely because the vector benchmarks have
ample ILP, which is exploited sufficiently well by both the in-
order superscalar pipeline and the Cray-1S. The optimal
for integer benchmarks has more than halved since the time of
the Cray-1S processor, which means that a processor designed
using modern techniques can be clocked at more than twice
the frequency.
One reason for the decrease in the optimal of inte-

ger benchmarks is that in modern pipelines average memory
access latencies are lower, due to on-chip caches. The Alpha
21264 has a two-level cache hierarchy comprising of a 3-cycle,
level-1 data cache and an off-chip unified level-2 cache. In
the Cray-1S all loads and stores directly accessed a 12-cycle
memory. Integer benchmarks have a large number of depen-
dencies, and any instruction dependent on loads would stall
the pipeline for 12 cycles. With performance bottlenecks in
the memory system, increasing clock frequency by pipelining
more deeply does not improve performance. We examined the
effect of scaling a superscalar, in-order pipeline with a mem-
ory system similar to the CRAY-1S (12 cycle access memory
access, no caches) and found that the optimal was 11
FO4 for integer benchmarks.
A second reason for the decrease in optimal is the

change in implementation technology. Kunkel and Smith as-
sumed the processor was implemented using many chips at
relatively small levels of integration, without binning of parts
to reduce manufacturer’s worst case delay variations. Con-
sequently, they assumed overheads due to latches, data, and
clock skew that were as much as 2.5 gate delays [9] (3.4 FO4).


