
supports a 1.875-Mbyte on-chip L2 cache.
Power4 and Power4+ systems both have 32-
Mbyte L3 caches, whereas Power5 systems
have a 36-Mbyte L3 cache.

The L3 cache operates as a backdoor with
separate buses for reads and writes that oper-
ate at half processor speed. In Power4 and
Power4+ systems, the L3 was an inline cache
for data retrieved from memory. Because of
the higher transistor density of the Power5’s
130-nm technology, we could move the mem-
ory controller on chip and eliminate a chip
previously needed for the memory controller
function. These two changes in the Power5
also have the significant side benefits of reduc-
ing latency to the L3 cache and main memo-
ry, as well as reducing the number of chips
necessary to build a system.

Chip overview
Figure 2 shows the Power5 chip, which

IBM fabricates using silicon-on-insulator
(SOI) devices and copper interconnect. SOI
technology reduces device capacitance to
increase transistor performance.5 Copper
interconnect decreases wire resistance and
reduces delays in wire-dominated chip-tim-

ing paths. In 130 nm lithography, the chip
uses eight metal levels and measures 389 mm2.

The Power5 processor supports the 64-bit
PowerPC architecture. A single die contains
two identical processor cores, each supporting
two logical threads. This architecture makes
the chip appear as a four-way symmetric mul-
tiprocessor to the operating system. The two
cores share a 1.875-Mbyte (1,920-Kbyte) L2
cache. We implemented the L2 cache as three
identical slices with separate controllers for
each. The L2 slices are 10-way set-associative
with 512 congruence classes of 128-byte lines.
The data’s real address determines which L2
slice the data is cached in. Either processor core
can independently access each L2 controller.

We also integrated the directory for an off-
chip 36-Mbyte L3 cache on the Power5 chip.
Having the L3 cache directory on chip allows
the processor to check the directory after an
L2 miss without experiencing off-chip delays.
To reduce memory latencies, we integrated
the memory controller on the chip. This elim-
inates driver and receiver delays to an exter-
nal controller.

Processor core
We designed the Power5 processor core to

support both enhanced SMT and single-
threaded (ST) operation modes. Figure 3
shows the Power5’s instruction pipeline,
which is identical to the Power4’s. All pipeline
latencies in the Power5, including the branch
misprediction penalty and load-to-use laten-
cy with an L1 data cache hit, are the same as
in the Power4. The identical pipeline struc-
ture lets optimizations designed for Power4-
based systems perform equally well on
Power5-based systems. Figure 4 shows the
Power5’s instruction flow diagram.

In SMT mode, the Power5 uses two sepa-
rate instruction fetch address registers to store
the program counters for the two threads.
Instruction fetches (IF stage) alternate
between the two threads. In ST mode, the
Power5 uses only one program counter and
can fetch instructions for that thread every
cycle. It can fetch up to eight instructions
from the instruction cache (IC stage) every
cycle. The two threads share the instruction
cache and the instruction translation facility.
In a given cycle, all fetched instructions come
from the same thread.
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Figure 2. Power5 chip (FXU = fixed-point execution unit, ISU
= instruction sequencing unit, IDU = instruction decode unit,
LSU = load/store unit, IFU = instruction fetch unit, FPU =
floating-point unit, and MC = memory controller).


