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  We’re	
  Doing	
  Today	
  

•  Review	
  of	
  delays	
  
•  Crash	
  course	
  on	
  “virtual	
  circuits”	
  
•  Work	
  through	
  worksheet	
  in	
  pairs	
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packet suffers from several types of delays at each node along the path. The most
important of these delays are the nodal processing delay, queuing delay, transmis-
sion delay, and propagation delay; together, these delays accumulate to give a total
nodal delay. The performance of many Internet applications—such as search, Web
browsing, email, maps, instant messaging, and voice-over-IP—are greatly affected
by network delays. In order to acquire a deep understanding of packet switching and
computer networks, we must understand the nature and importance of these delays.

Types of Delay
Let’s explore these delays in the context of Figure 1.16. As part of its end-to-end
route between source and destination, a packet is sent from the upstream node
through router A to router B. Our goal is to characterize the nodal delay at router A.
Note that router A has an outbound link leading to router B. This link is preceded by
a queue (also known as a buffer). When the packet arrives at router A from the
upstream node, router A examines the packet’s header to determine the appropriate
outbound link for the packet and then directs the packet to this link. In this example,
the outbound link for the packet is the one that leads to router B. A packet can be
transmitted on a link only if there is no other packet currently being transmitted on
the link and if there are no other packets preceding it in the queue; if the link is 
currently busy or if there are other packets already queued for the link, the newly
arriving packet will then join the queue.

Processing Delay

The time required to examine the packet’s header and determine where to direct the
packet is part of the processing delay. The processing delay can also include other
factors, such as the time needed to check for bit-level errors in the packet that occurred
in transmitting the packet’s bits from the upstream node to router A. Processing delays
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Queuing	
  Delay	
  
§  Time	
  packet	
  spends	
  in	
  buffer/queue	
  
§  Only	
  when	
  arrival	
  rate	
  >	
  service	
  rate	
  
§  Especially	
  significant	
  when	
  packet	
  

arrivals	
  are	
  bursty	
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Transmission	
  Delay	
  
§  Time	
  taken	
  to	
  push	
  data	
  onto	
  link	
  
§  Measured…	
  

§  ..	
  from	
  when	
  first	
  bit	
  of	
  data	
  
pushed	
  onto	
  link	
  

§  ..	
  unUl	
  last	
  bit	
  of	
  data	
  is	
  pushed	
  
onto	
  the	
  link	
  

§  Limited	
  by	
  the	
  link	
  Bandwidth	
  

Propaga7on	
  Delay	
  
§  Time	
  taken	
  by	
  data	
  to	
  traverse	
  link	
  
§  Limited	
  by	
  the	
  speed	
  of	
  light	
  
§  Latency	
  of	
  a	
  link	
  is	
  the	
  propagaUon	
  

delay	
  to	
  traverse	
  the	
  link	
  



Transmission	
  &	
  PropagaUon	
  

•  How	
  fast	
  is	
  my	
  speech?	
  
–  ~1000	
  _/s	
  (speed	
  of	
  sound)	
  
–  ~125	
  words/minute	
  

•  What	
  about	
  Sean	
  Shannon?	
  
–  ~1000	
  _/s	
  (speed	
  of	
  sound)	
  
–  ~655	
  words/minute	
  

•  How	
  long	
  would	
  it	
  take:	
  
–  to	
  hear	
  me	
  or	
  Sean,	
  if	
  we	
  shout	
  “Help”	
  (very	
  loudly)	
  
from	
  Stanford?	
  (~40	
  miles	
  [~200,000	
  feet]	
  away)	
  

– me	
  or	
  Sean	
  to	
  dictate	
  War	
  and	
  Peace?	
  (~600,000	
  words)	
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Beyond	
  Nodal	
  Delays	
  

•  End-­‐to-­‐End	
  Delay	
  
–  Just	
  the	
  sum	
  of	
  the	
  nodal	
  delays	
  along	
  a	
  path	
  

•  Round	
  Trip	
  Time	
  (RTT)	
  
– Time	
  for	
  packet	
  to	
  reach	
  desUnaUon	
  
–  ..	
  and	
  for	
  response	
  to	
  return	
  to	
  source	
  

A	
   B	
  

Packet	
   Response	
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Virtual	
  Circuits	
  
•  Covered	
  more	
  in	
  secUon	
  4.2	
  of	
  text	
  

– which	
  you	
  may	
  not	
  have	
  read	
  yet!	
  

•  With	
  what	
  you	
  got	
  in	
  lecture	
  and	
  from	
  secUon	
  
1.3.2,	
  here’s	
  what	
  you	
  need	
  to	
  know	
  for	
  the	
  
worksheet…	
  	
  

•  Basic	
  idea:	
  
– Make	
  a	
  packet	
  switched	
  network	
  a	
  bit	
  more	
  like	
  a	
  
circuit	
  switched	
  network	
  

– How?	
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(From	
  lecture)	
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Circuit	
  
Teardown	
  



Virtual	
  Circuits	
  
•  Circuit	
  Establishment	
  

–  Source	
  sends	
  a	
  setup	
  packet	
  to	
  switches	
  along	
  path/
circuit	
  toward	
  desUnaUon	
  

–  Switches	
  along	
  path	
  set	
  up	
  connecUon	
  
–  At	
  end	
  of	
  path,	
  desUnaUon	
  sends	
  confirmaUon	
  back	
  

•  Transfer	
  
–  Data	
  sent	
  along	
  path/circuit	
  
–  Note:	
  Data	
  sent	
  along	
  established	
  circuit	
  is	
  cut-­‐through!	
  
–  QuesUon:	
  What	
  is	
  the	
  transmission	
  rate	
  of	
  the	
  circuit?	
  

•  Circuit	
  Teardown	
  
–  Source	
  sends	
  teardown	
  packet	
  along	
  path	
  
–  DesUnaUon	
  sends	
  confirmaUon	
  back	
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CS168 Fall 2014 Discussion Section 1

Packet Delay Constants

1 Mbps = 106 bits per second
1 ms = 10�3 seconds
Speed of light (c) = 3 · 105 km/second

A! B! C!
4 Mbps!

3000 km!
2 Mbps!

6000 km!

Problem 1: Delays in Packet Switching

For this problem, assume all packets are sent using packet switching, and intermediate nodes use store-and-
forward when forwarding packets.

(a) What is the transmission delay if A sends a 500 byte packet to B?

(b) What is the propagation delay if A sends a 500 byte packet to B?

(c) What is the end-to-end delay if A sends a 500 byte packet to B?

(d) What is the end-to-end delay if A sends a 1000 byte packet to B? Which component of delay is a↵ected by
packet size?

(e) What is the end-to-end delay if A sends a 500 byte packet to C?

(f) What is the end-to-end delay if A sends two 500 byte packets, one afer the other, to C?

1

CS168 Fall 2014 Discussion Section 1

Packet Delay Constants

1 Mbps = 106 bits per second
1 ms = 10�3 seconds
Speed of light (c) = 3 · 105 km/second

A! B! C!
4 Mbps!

3000 km!
2 Mbps!

6000 km!

Problem 1: Delays in Packet Switching

For this problem, assume all packets are sent using packet switching, and intermediate nodes use store-and-
forward when forwarding packets.

(a) What is the transmission delay if A sends a 500 byte packet to B?

(b) What is the propagation delay if A sends a 500 byte packet to B?

(c) What is the end-to-end delay if A sends a 500 byte packet to B?

(d) What is the end-to-end delay if A sends a 1000 byte packet to B? Which component of delay is a↵ected by
packet size?

(e) What is the end-to-end delay if A sends a 500 byte packet to C?

(f) What is the end-to-end delay if A sends two 500 byte packets, one afer the other, to C?

1

Problem 2: Delays in Circuit Switching

Now, suppose all packets are sent using circuit switching. Assume we’re using virtual circuit switching, where
we set up a circuit on a packet-switched network by first using a setup packet.

(a) How long does it take to establish a circuit from A to C? Assume intermediate nodes can process the setup
message instantaneously, and that the setup and confirmation messages are 100 bytes.

(b) Once the circuit is set up, what is the end-to-end delay if A sends a 500 byte packet to C?

(c) Now, suppose that A needs to send a 1Mb packet to C. What is the total delay with circuit switching,
including the time to setup the circuit (under the same assumptions as in (a)).

Problem 3: Contention

A!

B!

C!

D!
4 Mbps!

3000 km!

In the above topology, suppose that A sends two 500 byte packets to D at t = 0 and that B sends a single 500
byte packet to D 1.5 milliseconds later. What is the end-to-end delay of the first packet from A? What about
the packet from C?
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