
Large language models 
Catherine Olsson — catherio@anthropic.com 

mailto:catherio@anthropic.com


Who am I / What’s my deal

● Quit my PhD & started at OpenAI in 2016…
● Google Brain…
● Funding ML research…
● Anthropic (3.5 yrs):

○ Interpretability research
○ Finetuning for Claudeʼs character
○ Internal tools for models & datasets



Who am I / What’s my deal?

Member of Technical Staff @ Anthropic:

● More engineering than experiments (but some of each)
● I enjoy least: Training models
● I enjoy most: Finding the right abstractions, cleaning things 

up, and making tools my colleagues love!

Olsson et al. 2022 “In-context Learning and Induction Heads”



Roadmap for today 🚗 🛣 



Roadmap

My goal for you:
Understand how exactly Claude (, ChatGPT, Gemini, etc.)
is a machine learning model

Claude is a language model, trained with a next-token 
prediction objective, and prompted and fine-tuned with an 
assistant persona. It has a Transformer architecture.



Roadmap

Claude is a language model, trained with a next-token 
prediction objective, and prompted and fine-tuned with an 
assistant persona. It has a Transformer architecture.

1. Language models
2. Assistant persona (& prompting & fine-tuning)
3. Prediction objective (& training)
4. Transformer architecture



DEMO: claude.ai 



MOMENT OF AWE!!



MOMENT OF AWE!!!

Age 16: I read a book by Douglas Hofstadter, hypothesizing we 
could one day build systems that reason and express empathy. 
Nobody knows how.

Age 22: I took a course by Leslie Kaelbling on machine learning. 
Maybe that is how?

Age 32: Yes! We did it, and thatʼs how.

Claude is a machine learning model that exists, can reason, 
expresses empathy.



Roadmap

My goal for you:
Understand how exactly Claude
… which exists, can reason, and expresses empathy...
is a machine learning model

Claude is a language model, trained with a next-token 
prediction objective, and prompted and fine-tuned with an 
assistant persona. It has a Transformer architecture.



Language models



“Language model”... What is a model?

“A model is a parameterized function that maps inputs to outputs, 
where the parameters (usually written as θ or w) are learned from 
data."

Pθ(Y|X₁,X₂,...,Xₙ)

Input X (n-dimensional), class Y





“Language model”... What is language?

Tea is part of a daily routine for billions of people 
who drink it for pleasure, comfort, and health 
benefits. Whether you’re someone who likes to start 
the day with a cup of black tea and milk or drink 
herbal tisane before bed, few things are more 
disappointing than a stale, flavorless bag from the 
back of your cupboard, or worse, a tea that has the 
artificial flavoring of a cheap candle.

https://www.nytimes.com/wirecutter/reviews/best-teas/ 

https://www.nytimes.com/wirecutter/reviews/best-teas/


“Language model”... What is language?

مقدمة للترجمة

 یفترض فریق من الباحثین أن كوننا دوري، بلا بدایة أو نھایة، حیث یمر بدورات متكررة من الانكماش
 والارتداد. وفي كل دورة، یعمل الانكماش البطيء على محو جمیع التفاصیل الدقیقة من الدورات السابقة،

 لیصل الكون إلى نقطة الارتداد بالظروف ذاتھا التي كانت لدیھ في الدورة السابقة. وھذا یعني أن جمیع
 خصائص الكون ستظل متشابھة تقریبا في كل دورة، مثل درجة الحرارة، وكثافة المادة المظلمة، والمادة

 العادیة، والطاقة المظلمة، وعدد النجوم والمجرات القابلة للرصد. بعبارة أخرى، إذا سبق لك أن عشت على
 كوكب مثل الأرض في الدورة السابقة، فستلاحظ تقریبا الخصائص الأساسیة ذاتھا للكون كما نلاحظھا

الیوم. عالمة الكونیات المجریة أنا إیجاس تشرح ھذه الفرضیة المثیرة للانتباه.



“Language model”... What is language?

[Tea][ is][ part][ of][ a][ daily][ routine][ for][ billions]
[ of][ people][ who][ drink][ it][ for][ pleasure][,]
[ comfort][,][ and][ health][ benefits][.][whether]
[ you]['re][ someone][ who][ likes][ to][ start][ the][ day]
[ with][ a][ cup][ of][ black][ tea][ and][ milk][ or]
[ drink][ her][bal][ tis][ane][ before][ bed][,][ few]
[ things][ are][ more][ disappo][inting][ than][ a]
[ st][ale][,][ fl][avor][less][ bag][ from][ the][ back][ of]
[ your][ cup][board][,][ or][ worse][,][ a][ tea][ that]
[ has][ the][ artificial][ flav][oring][ of][ a][ cheap]
[ can][dle][.]



“Language model”

Q: Is this a (1) regression or (2) classification model?

Q: How many … “classes”(??)... are there?

Pθ(Tn|T1,T2,...,Tn-1)

parameters 
(learned)

previous tokens
next token



Really bad language models - ideas?

(No such thing as a stupid answer here)

Pθ(Tn|T1,T2,...,Tn-1)

parameters 
(learned)

previous tokens
next token



“Sampling” from a language model

What is “sampling” from a probability distribution?

> import numpy as np

> np.random.randn()

0.30427



“Sampling” from a language model

[Tea][ is][ part][ of][ a]...

Pθ(Tn|[[Tea],[ is],[ part], [ of],[ a])

P(daily)
P(sensory)
P(healthy)
P(war)
P(asdfjkl;)
P(...)

Choose one, somehow!

(Always choose the top pick?
Or let there be randomness?)



Demo: sampling from n-gram models!

https://elijahpotter.dev/articles/markov_chains_are_the_original_language_models

Project idea: Build n-gram Markov models, train them on text of different sizes, 
generate text.

https://elijahpotter.dev/articles/markov_chains_are_the_original_language_models


Demo: sampling from an “outdated” LLM

https://platform.openai.com/playground/complete?model=davinci-002 

https://platform.openai.com/playground/complete?model=davinci-002


How many parameters?

● Bigram model — Pθ(Tn|Tn-1)
● 4-token vocabulary

○ “Hello! Goodbye? Hello? Hello? Goodbye! ”

P(Hello | Hello), P(Hello | ! ), P(Hello | Goodbye), P(Hello | ? ) etc.

16 probabilities — all four Tn each with all four Tn-1



How many parameters?

● Bigram model — Pθ(Tn|Tn-1)
● 50,000-token vocabulary

50k times 50k = (50 * 50) * (k * k) = 2500 million = 2.5 billion

Q: How large is GPT-3?    A: 175 billion parameters

Q: Is this an efficient use of parameters?    A: It canʼt be…

P(“hearts”|“Ace of”) ≈ P(“spades”|“Ace of”) .. etc.



Roadmap

Claude is a language model, with a Transformer architecture, 
trained with a next-token prediction objective,  prompted and 
fine-tuned with an assistant persona.

1. ✅ Language models
2. 👉 Assistant persona (& prompting & fine-tuning)
3. Prediction objective (& training)
4. Transformer architecture



Assistant persona



How do I make this something I can converse with?

Pθ(Tn|T1,T2,...,Tn-1)

Letʼs try!  https://platform.openai.com/playground/complete?model=davinci-002 

(Things people suggested in class: Writing it is a User: / Robot: dialog; writing “The robot 
is a helpful assistant” before it)

https://platform.openai.com/playground/complete?model=davinci-002


https://arxiv.org/pdf/2112.00861 

https://arxiv.org/pdf/2112.00861


Go read the original Claude prompt! -> 
https://gist.githubusercontent.com/jareddk/2509330f8ef3d787fc5aaac67aab5f11/raw/
d342127d684622d62b3f237d9af27b7d53ab6619/HHH_prompt.txt 

https://gist.githubusercontent.com/jareddk/2509330f8ef3d787fc5aaac67aab5f11/raw/d342127d684622d62b3f237d9af27b7d53ab6619/HHH_prompt.txt
https://gist.githubusercontent.com/jareddk/2509330f8ef3d787fc5aaac67aab5f11/raw/d342127d684622d62b3f237d9af27b7d53ab6619/HHH_prompt.txt


… etc. etc. for 4,600 words



… etc. etc. for 4,600 words

Pθ(T4,682|T1,T2,...,T4681)

P(Certainly!)
P(Sure,)
P(Here)
P(Nope)
P(asdfjkl;)
P(...)

Choose one

https://platform.openai.com/playground/complete?model=davinci-002&preset=6AGV7zcP06gXuyjolrjzVmAr 
(you may need to refresh)

https://platform.openai.com/playground/complete?model=davinci-002&preset=6AGV7zcP06gXuyjolrjzVmAr


Current assistant models don’t have a 4600 word 
hidden prompt

Instead, the effect of the prompt gets baked in.

“Pre-training”:  Learn Pθ(Tn|T1,T2,...,Tn-1) from tons of data

“Fine-tuning”: Train more, for specific behaviors



Roadmap

Claude is a language model, trained with a next-token 
prediction objective, and prompted and fine-tuned with an 
assistant persona. It has a Transformer architecture.

1. ✅ Language models
2. ✅ Assistant persona (& prompting & fine-tuning)
3. 👉 Prediction objective (& training)
4. Transformer architecture



Prediction objective (& training)



Concept review: Objective function

“A mathematical function, that measures how well your solution 
(or your state) achieves your goal.”

Search: the path cost function we minimize
Games: utility functions we maximize
MDPs: expected reward/value we maximize
RL: expected reward we maximize
ML: likelihood we maximize or error we minimize



Objective: Make good predictions

[Tea][ is][ part][ of][ a]... P(daily) = 0.031
P(sensory) = 0.012
P(healthy) = 0.017
P(war) = 0.00023
P(asdfjkl;) = 0.00000019
P(...)

Notice: to make the best predictions, you have to know 
everything humans do: what “tea” is, what “healthy” means…



Objective: Make good predictions

[Tea][ is][ part][ of][ a]... P(daily) = 0.031
P(sensory) = 0.012
P(healthy) = 0.017
P(war) = 0.00023
P(asdfjkl;) = 0.00000019
P(...)

How good is this guess?

Score on this prediction =?  = 0.031

The prob assigned to the correct one?

(Higher is better)



Objective: Make good predictions

[Tea][ is][ part][ of][ a]...

How good is this guess?

Score on this prediction =?  = 0.031

The prob assigned to the correct one?

(Higher is better)

Over ~50,000 classes, 
the most unlikely  
probabilities get 
annoyingly small

P(daily) = 0.031
P(sensory) = 0.012
P(healthy) = 0.017
P(war) = 0.00023
P(asdfjkl;) = 0.00000019
P(...)



Objective: Make good predictions

[Tea][ is][ part][ of][ a]... log P(daily) = -3.47
log P(sensory) = -4.42
log P(healthy) = -4.07
log P(war) = -8.38
log P(asdfjkl;) = -15.47
log P(...)

Score on this prediction =?  = -3.47

The log prob assigned to the correct one?

(Higher is better)

How good is this guess?



Objective: Make good predictions

[Tea][ is][ part][ of][ a]... -log P(daily) = 3.47
-log P(sensory) = 4.42
-log P(healthy) = 4.07
-log P(war) = 8.38
-log P(asdfjkl;) = 15.47
-log P(...)

How good is this guess?

Loss to minimize on this prediction =? = 3.47

The log prob assigned to the correct one times -1?

(Lower is better)



Objective: Make good predictions

[Tea][ is][ part][ of][ a]... -log P(daily) = 3.47
-log P(sensory) = 4.42
-log P(healthy) = 4.07
-log P(war) = 8.38
-log P(asdfjkl;) = 15.47
-log P(...)

How good is this guess?

Loss to minimize on this prediction = negative log likelihood

Overall score: Sum over all predictions!

(Test your understanding: write this as a mathematical equation)



Pθ(Tn|T1,T2,...,Tn-1)

parameters 
(learned)

previous tokens
next token

Using our loss function to train

I havenʼt told you yet what the parameterized 
function is (i.e. the “architecture”), sorry!
Itʼs a deep neural net though!



Concept review: Stochastic gradient descent

Stochastic gradient descent is an algorithm for finding 
parameters that minimize a loss function by:

1. Computing the gradient (partial derivatives with respect to 
each parameter) on a small batch of data

2. Taking small steps in the direction of the –gradient



What’s the training data?



What’s the training data?



Pθ(Tn|T1,T2,...,Tn-1)

Look at examples, predict, adjust weights

[<][C][thon][98][>][ hey][,][ if][ you][ type][ in][ your]... -log P([ name]) = 3.41
-log P([ pw]) = 6.21
-log P([ tomato]) = 11.33

Make a tiny weight adjustment that wouldʼve made the right prediction more likely

(Much of the data is low-ish quality internet content)



Roadmap

Claude is a language model, trained with a next-token 
prediction objective, and prompted and fine-tuned with an 
assistant persona. It has a Transformer architecture.

1. ✅ Language models
2. ✅ Assistant persona (& prompting & fine-tuning)
3. ✅ Prediction objective (& training)
4. Transformer architecture



… Human: / Assistant: prompt … etc. etc. … for 4,600 words…

Pθ(T4,682|T1,T2,...,T4,681)

P(Certainly!)
P(Sure,)
P(Here)
P(Nope)
P(asdfjkl;)
P(...)

Update weights using…
● Supervised learning

Or…
● Reinforcement learning

(e.g. Human feedback;
An earlier Claudeʼs opinion;
A preference model trained on 
these)



Roadmap

Claude is a language model, trained with a next-token 
prediction objective, and prompted and fine-tuned with an 
assistant persona. It has a Transformer architecture.

1. ✅ Language models
2. ✅ Assistant persona (& prompting & fine-tuning)
3. ✅ Prediction objective (& training)
4. 👉 Transformer architecture



Transformer architecture



Transformer architecture resources

3blue1brown video (#5 in the full series) ⭐
The Illustrated Transformer

A Mathematical Framework for Transformer Circuits 

The original “Attention Is All You Need” paper (decoder-only)

Andrej Karpathy's repo: https://github.com/karpathy/minGPT 

(Thank you to Andy Jones at Anthropic for this list!)

https://www.3blue1brown.com/lessons/gpt
https://www.3blue1brown.com/topics/neural-networks
https://jalammar.github.io/illustrated-transformer/
https://transformer-circuits.pub/2021/framework/index.html
https://arxiv.org/abs/1706.03762
https://github.com/karpathy/minGPT


Review: Deep neural network



Transformer

Too complicated, 
forget all this,
we donʼt need it

Machine translation: 
Look at the entire input 
paragraph, while  also 
writing



Transformer

Too complicated, 
forget all this,
we donʼt need it

N copies of this block



Transformer



Transformer



I beg you, please watch this video

https://www.3blue1brown.com/lessons/gpt


You can understand the entire thing, it’s not too hard



Roadmap

Claude is a language model, with a Transformer architecture, 
trained with a next-token prediction objective,  prompted and 
fine-tuned with an assistant persona.

1. ✅ Language models
2. ✅ Assistant persona (& prompting & fine-tuning)
3. ✅ Prediction objective (& training)
4. ✅ Transformer architecture



Roadmap

My goal for you:
Understand how exactly Claude (, ChatGPT, Gemini, etc.)
is a machine learning model

Pθ(Tn|T1,T2,...,Tn-1) (1) Pre-training
(2) Assistant dialogs & fine-tuning

Prediction loss Thatʼs it! Yay!


