
Binding Large Language Models to
Virtual Personas for Human Approximation

Suhong Moon

1



Cost

2

Core Considerations in Human Study Designs

Bias and VarianceJustice and Beneficence



The Belmont Principles 
(U.S. Government, 1978)

Respect for subjects

Beneficence

Justice

Recognize autonomy of individuals and informed 
decisions regarding participation in research

Researchers should maximize benefits and 
minimize potential harm to participants

Benefits and burdens of research should be 
distributed fairly across all groups in society
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Justice and Beneficence
Belmont Principles
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Cost
Cost Barriers in Human Studies

• Human studies are expensive.

• High costs limit both the size and diversity of 
participant samples.

• Budget constraints lead to simple study 
designs.
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Bias and Variance
Representativeness and Validity

• Online platforms (e.g., MTurk) attract non-representative participants—
typically younger, more educated, and more liberal.

• Repeated participation and response familiarity reduce data validity.

• Small sample sizes increase statistical variance and reduce confidence 
in effect estimates.

• These issues compromise the generalizability and reliability of findings.



• Help human study researchers satisfy best practices without & before 
potential harm to real human respondents

• LLMs as cost-effective proxies for pilot studies and early-stage 
validation.

• Provide a complementary tool to human samples by enabling more 
controlled, lower-variance testing before costly deployment
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Advantage of Using LLMs to Simulate Human 
Behaviors and Responses
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Potential Risks of Using LLMs as Survey Proxies

Potential Risks
• Training Data Bias. Internet-based corpora often overrepresent dominant groups, potentially 

suppressing marginalized voices.

• False Representation of Group Beliefs. Simulated responses may inaccurately project views onto 
real-world populations, leading to misleading conclusions.



Large Language Models for 
Simulating Human Samples in Behavioral Studies

LLM

generation

Q: How likely is it that genetically modified 

foods will lead to more affordably-priced food?

(a) Very likely
(b) Fairly likely

(c) Not too likely

(d) Not at all likely

Σ Voices
Opinions)(

Current Challenges

When a language model is queried with an open-ended, subjective text

Whose opinion is the model reflecting? 
How could we condition the model to reflect a particular individual?
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LLM

Training 
Corpora

Pre-Training

Human-authored Text
: Explicit/Implicit reference of individual values, beliefs & opinions

LLMs as Models of Individual Beliefs and Opinions

Conditioning Text

BIO Prompt:

Below you will be asked to provide a short description of your demographic 

information, and then answer a question. 

Description: My highest level of education is high school graduate. I 

consider my race as White non-Hispanic. My annual income is $100,000 to 

under $150,000. My age is 18-29. I consider my gender as female. 

QA Prompt:

Question: Which of the following racial or ethnic groups do you 

identify with?
[List of Options] 

Answer: (C) Hispanic

…

Question: What is your annual household income?

[List of Options]
Answer: (G) $75,000 to under $100,000

Prior Approach on Persona-Conditioned generation:

Programmatic Concatenation of 
Demographic Variables as Conditioning Text 
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Prior Approaches for Conditioning Virtual Subjects

Human Subjects 
- Combinations of Demographic Variables
(Age, Gender, Race, Income, Education, etc.)

Virtual Subjects 
- Construct population-level virtual personas

Age: 18-29 

Education: high school graduate  

Race/ethnicity: White non-

Hispanic

Gender: Female

Income: $100,000 -$150,000 

Many individual human samples in population
represented by same population-level virtual subject

10
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Limitation of Prior Approaches

≦ High school

≧ College

Programmatically generate conditioning text

E.g. I am a Republican. My education level is ≧
college.

• Pre-defined taxonomy of defining subjects or 
populations -> Models are prone to generating 
caricatures & stereotypical responses

• Without individual responses, cannot estimate various 
statistics of interest (e.g., covariance, effect size)
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Design Principle
Sampling diverse and naturalistic user

≦ High school

≧ College

Q. How can we condition LLMs with more diverse 

and lively users?

A. Naturalistic and unconstrained description of 
oneself.

Example.
…
Politically speaking, I am conservative. To put 
it simply, I prefer smaller government and lower 
taxes. However, I am more liberal when it 
comes to social issues. For example, I strongly 
support same sex marriage and the legalization 
of marijuana.
…



How can we create realistic and diverse virtual 
personas that accurately simulate humans in 
public opinion surveys with LLMs?

Virtual Personas for Language Models via an Anthology of Backstories in EMNLP 2024
Suhong Moon*, Marwa Abdulhai*, Minwoo Kang*, Joseph Suh*, Widyadewi Soedarmadji, Eran Kohen Behar, David M. Chan, John Canny
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Proposal for Individual-Level Virtual Subjects

Human Subjects Individual-Level  Virtual Subjects 

Age: 18-29 

Education: high school graduate  

Race/ethnicity: White non-

Hispanic

Gender: Female

Income: $100,000 -$150,000 

”

“ How can we condition LLMs to 
individual virtual personas that are 

representative, consistent, and diverse?

Research Question:
Promises:

Single (individual) sample responses

Estimate covariance, statistical 
significance, and other statistics
critical for study
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Ours: the Anthology Approach
for Conditioning LLMs to Virtual Personas 

Generate Synthetic yet Naturalistic, Open-ended Narratives  ( “Backstories” ) from 
LLMs

Backstory Prompt:
Question: Tell me about yourself.

Answer: I am in my 60s and live in the same neighborhood I have always lived in. I am not 
rich and by some standards might even be considered homeless. However, I could spend 
thousands of dollars more per month if I wanted. I am happy with my life style. I am from 
the backwoods of this country and grew up with very little. On a few occasions, we were 
starving in the woods and going to school on an empty stomach. We had a small brown 
paper bag for dinner a couple of nights every week. Breakfast on some days was just a big 
bowl of Kool-Aid mixed with powdered milk. My two brothers were thin and we worried 
about them catching a cold …

On the day before payday, my mother would spend my whole allowance in the grocery store 
because she just could not resist those long stems of red roses for only 29 cents a stem. I 
would have rather had bread and milk for dinner, but I did not dare protest because I did not 
want to take them away from her. We were lucky to have 79 cents to last until payday …

LLM

1

{Anthology
of Backstories

Explicit hints about the author’s 
demographics and traits

But also, a natural, authentic story 
portraying author’s values, desires, attitudes, etc.

15



Ours: the Anthology Approach
for Conditioning LLMs to Virtual Personas 

Demographic Survey on Virtual Personas Conditioned by each Backstory2

LLM

I was born in Houston, 
Texas. I’m 29 years old. I 
grew up in Pasadena, 
Texas, …

Q: What is your age?

(a) 18-29 (d) 65 or above 
(b) 30-49 (d) Prefer not to answer

(c) 50-64

A: (A) 29 years old.

…

A: (C) Some college,

No degree

…

x N

x N

Probabilistic Distributions of 
Demographic Variables

…

Sample Response N times
to estimate distribution

Q: What is the highest level of 

education you have completed ?
(a) Less than high school

(b) High school graduate

…
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Ours: the Anthology Approach
for Conditioning LLMs to Virtual Personas 

Match Virtual Personas to Human Subjects3 Virtual
Subjects

|V| Backstories  >> |H|

Human
Subjects

|H| Subjects

I was born in Houston, 
Texas. I’m 29 years old. I 
grew up in Pasadena, 
Texas, …

I’m 23 years old. I was born in 
the Dominican Republic and 
immigrated with my family to 
the US when Iwas three years 

I love playing sports and played 
basketball a lot, even up to 
today. I love culture and I 
dabble in music. I’ve played 
guitar since I was 12 and piano 
since I was 10

When I was 11 years old, my dad 
married an awesome woman 
who had two daughters. I was a 
little older, and while I liked 
having brothers and sisters in 
theory, 

I’m 58 and I was born in 
Chicago. What made me who I 
am is my upbringing by my 
parents and my childhood in 
Chicago and my high school 
years at New Trier …

Key Idea 
Generate rich, naturalistic backstories to condition LLMs

Bipartite Graph Matching
: Greedy and Max-Weight Matching

Longer, detailed prompt to strongly condition LLM response generation

I was born in Houston, 
Texas. I’m 29 years old. I 
grew up in Pasadena, 
Texas, …

I’m 23 years old. I was born in 
the Dominican Republic and 
immigrated with my family to 
the US when Iwas three years 

I love playing sports and played 
basketball a lot, even up to 
today. I love culture and I 
dabble in music. I’ve played 
guitar since I was 12 and piano 
since I was 10

When I was 11 years old, my dad 
married an awesome woman 
who had two daughters. I was a 
little older, and while I liked 
having brothers and sisters in 
theory, 

I’m 58 and I was born in 
Chicago. What made me who I 
am is my upbringing by my 
parents and my childhood in 
Chicago and my high school 
years at New Trier …

Demographic 
Distributions

We generate 10,000 backstories but 
could synthetically generate virtually

infinite numbers of them

Diverse, non-prototypical descriptions of individuals: conditioning beyond population-level
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Ours: the Anthology Approach
for Conditioning LLMs to Virtual Personas 

Match Virtual Personas to Human Subjects3

• Build bipartite graphs. Each edge is the product of the likelihoods of the corresponding human user’s 
demographic traits.

• Matching algorithm. We try two algorithms: greedy matching and max weight matching (Hungarian algorithm)
18



Experiments
Approximating Large-Scale Public Opinion Polls

Evaluation Benchmarks
Pew Research Center's American Trends Panel (ATP) Survey: public survey on real-world topics:

• Wave 34: Biomedical and Food Issues

• Wave 92: Political Typology

• Wave 99: Artificial Intelligence and Human Enhancement

Evaluation Metrics
Assessing the LLM’s output for representativeness and consistency with human responses.

• Representativeness

• Goal: Measure how closely the LLM approximates individual human responses.

• Method: Calculate the Wasserstein Distance (WD) between 
human response distributions and virtual persona response distributions.

• Consistency

• Goal: Evaluate the similarity in response correlations between LLM responses and human responses.

• Method: Compute the Frobenius Norm (Fro.) between the correlation matrices 
of human and virtual subject responses.

19



Experiments
Baseline Methods

BIO Prompting
Generate free-text biographies incorporating demographic details. 
(e.g., I am a Republican).

QA Prompting
Provide a sequence of question-answer pairs for each demographic variable. 
(e.g., Q: What is your political affiliation? A: Republican).

Following Santurkar et al., 2023, baseline prompting methods construct virtual 
personas using available demographic information in a rule-based manner.

Santurkar, Shibani,  et al. "Whose opinions do language models reflect?." ICML, 2023.
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Results
Approximating Pew Research Center ATP Surveys

Main Results

- Anthology outperforms baseline methods (Bio and QA) in 
representativeness and consistency across all waves and models 

- better approximation to human responses.

- But each metric remains above the lower-bound levels presented in the last row.
21



Results
Approximating Pew Research Center ATP Surveys

- Anthology outperforms baseline methods in representativeness and consistency across 
all demographic subgroups.

- All methods, including Anthology, show better performance on the White respondent 
subgroup and younger age groups, indicating potential disparities in LLM alignment across 
demographic subgroups.

Per-Subgroup Survey Approximation Results 

22



Results
Approximating Pew Research Center ATP Surveys

• In contrast to the conventional wisdom, chat models—despite their strong reasoning 
performance—perform worse than the smallest base model for this task.

• This result emphasizes that approximating real humans’ opinions is a different challenge from 
reasoning tasks.

Other Models
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Results
Ablation Study: Does Matching Really Matter?

Compared to the random matching baseline, both max-weight and greedy matching achieve
lower Wasserstein distance between response distributions and lower Frobenius norm between 
correlation matrices.

Ablation Study Results
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Results
How Diverse the Anthology Backstories Are?

Qualitative Analysis
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Can LLMs simulate higher-order social 
cognition by conditioning on virtual backstories?

Higher-Order Binding of Language Model Virtual Personas: a Study on Approximating Political 
Partisan Misperceptions under submission to COLM 2025
Minwoo Kang*, Suhong Moon*, Seung Hyeong Lee, Ayush Raj, Joseph Suh, David M. Chan, John Canny
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“I am not what I think I am; I am not what you think I am. I am what I think
you think I am.”

— Charles Horton Cooley, Human Nature and the Social Order (1902)

Human Identity Is Intrinsically Relational

Previous Work: First-Order Opinion Approximation Not Explored: Higher-Order Social Perception

27



What is Higher-Order Binding of LLMs?
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Towards Higher-Order Binding of LLMs

Why Higher-Order Binding?

• It’s essential for capturing how people relate to 
social groups—not just what they believe 
individually.

• Enables broader use of LLMs in human studies 
beyond simple opinion polls.

• Acts as a litmus test for whether virtual 
personas truly reflect human-like social 
reasoning.
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What Matters in Binding LLMs to Virtual Personas?

H1. Quantity
More Backstories enable better 
matching of virtual personas to 
human subjects

H2. Depth
Longer backstories provide 
richer context for an individual

H3. Consistency
Stronger narrative consistency
improves alignment

30



Scalable Generation of Long and Consistent Backstories

Generate backstories at scale

• 40k personas, 4× more than Anthology

• Average length of 2,500 words, 5×
longer than Anthology
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Improving Backstory Consistency with LLM-as-a-Critic

We use an LLM-as-a-Critic framework to detect inconsistencies in the generated backstories.

32



Structured Interviewing Yields Richer Virtual Personas

We use predefined life-history interview questions to elicit long-form personal narratives (American 
Voices Project, 2021) 

Stanford Center on Poverty and Inequality. American voices project methodology, September 2021. 
https://inequality.stanford.edu/avp/methodology. Accessed: 2025-03-23. 33



Experiments
Can Language Models Simulate Group (Meta)Perceptions?

Individual Opinions of Political Partisans: 
American Trends Panel Wave 110 : Politics timely and topical 

(Pew Research Center, 2022)

Ingroup–Outgroup Perceptions of Political Partisans: 
Subversion Dilemma (Braley et al., 2023)

Meta-Perception of Opposing Partisan Attitudes: 
Meta-Prejudice (Moore-Berg et al., 2020)

Pew Research, American Trends Panel Wave 110 Topic: Politics timely and topical, Field dates: June 27 – July 4, 2022
Braley, Alia, et al. "Why voters who value democracy participate in democratic backsliding." Nature Human Behaviour (2023)
Moore-Berg, Samantha L., et al. "Exaggerated meta-perceptions predict intergroup hostility between American political 
partisans." Proceedings of the National Academy of Sciences (2020) 34



Experiments
Baseline Methods

Santurkar, Shibani,  et al. "Whose opinions do language models reflect?." ICML, 2023.
Moon, Suhong, et al. "Virtual personas for language models via an anthology of backstories." EMNLP, 2024.

Park, Joon Sung, et al. "Generative agent simulations of 1,000 people." arXiv preprint arXiv:2411.10109.

Rule-based Persona Conditioning

• QA: Provide a sequence of question-answer pairs for each demographic variable. 
(e.g., Q: What is your political affiliation? A: Republican). 

• BIO: Generate free-text biographies incorporating demographic details. 
(e.g., I am a Republican). 

• Portray: Produce biographies written in the second-person perspective. 
(e.g., You are a Republican).

Natural Persona Conditioning

• Anthology: prompts models with curated free-text backstories representing diverse social identities. The 
backstories are generated from a single-turn prompt (“Tell me about yourself”), making them shorter and 
less detailed. 

• Generative Agent: uses expert LLMs (e.g., psychologist or political scientist agents) to summarize a 
persona’s worldview, which is then used to guide GPT-4o’s chain-of-thought reasoning on survey 
questions.
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Experiments
Simulating Individual Opinions of Political Partisans

Finding. Partisans systematically rate their own party 
more favorably and the opposing party more 
negatively

Metric (Hostility Gap). The average difference in how 
partisans rate their own group vs. the opposing group.

Pew Research Center. As partisan hostility grows, signs of frustration with the two-party system. Pew Research Center, 2022. 
https://www.pewresearch.org/politics/2022/08/09/as-partisan-hostility-grows-signs-of-frustration-with-the-two-party-system/

Benchmark. American Trends Panel Wave 110

36
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Experiments
Simulating Individual Opinions of Political Partisans

Example Survey Questions

Question: Compared to other Americans, would you 
say Democrats are…
(A) A lot more moral
(B) Somewhat more moral
(C) About the same
(D) Somewhat more immoral
(E) A lot more immoral

Question: Compared to other Americans, would you 
say Republicans are…
(A) A lot more moral
(B) Somewhat more moral
(C) About the same
(D) Somewhat more immoral
(E) A lot more immoral

37Pew Research Center. As partisan hostility grows, signs of frustration with the two-party system. Pew Research Center, 2022. 
https://www.pewresearch.org/politics/2022/08/09/as-partisan-hostility-grows-signs-of-frustration-with-the-two-party-system/

https://www.pewresearch.org/politics/2022/08/09/as-partisan-hostility-grows-signs-of-frustration-with-the-two-party-system/


Results
Simulating Individual Opinions of Political Partisans

• Across all models, our method outperforms 
all prompting baselines in approximating 
both the Hostility Gap and the corresponding 
Cohen’s d.

• Anthology outperforms other demographic 
prompting baselines but still falls short of 
our method in most metrics

• Generative Agent achieves a closer match to 
the Hostility Gap than our method. 

• However, it overestimates Cohen’s d by 
over 50%.
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Results
Simulating Individual Opinions of Political Partisans

• Wasserstein Distance quantifies how 
closely LLM-generated responses align with 
human responses.

• We compute the distance separately for 
Democrat and Republican users.

• Our method achieves the lowest 
Wasserstein Distance across all models, 
methods, and groups except for Qwen2.5-
72B (Republican users).

39



Experiments
Simulating Gaps in Ingroup-Outgroup Perceptions 

Benchmark. Subversion Dilemma (Braley et al., 2023)

Finding. People overestimate the opposing party’s 
willingness to subvert democracy, while rating their 
own party more favorably.

Metric (Subversion Gap). The average difference 
between  
- how Democrats perceive Republicans’ willingness
to subvert democracy, and  
- how Republicans assess their own party’s 
willingness to do so. 

Braley, Alia, et al. "Why voters who value democracy participate in democratic backsliding." Nature Human Behaviour (2023)

Perceived outgroup threat is consistently exaggerated
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Experiments
Simulating Gaps in Ingroup-Outgroup Perceptions
Example Survey Questions

Question: Would MOST DEMOCRATS support ignoring 
controversial court rulings by REPUBLICAN JUDGES?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely

Question: Would YOU support ignoring controversial 
court rulings by REPUBLICAN JUDGES?
(A) Never
(B) Probably Not
(C) Probably
(D) Definitely

Ingroup (Democrat self-perception)

Outgroup (Democrats as perceived by Republicans)

Perceived outgroup threat is consistently exaggerated

41Braley, Alia, et al. "Why voters who value democracy participate in democratic backsliding." Nature Human Behaviour (2023)



Results
Simulating Gaps in Ingroup-Outgroup Perceptions

• Across all models, our method outperforms all 
prompting baselines in approximating both the 
Subversion Gap and the corresponding 
Cohen’s d.

• For some models, Anthology performs better 
than ours for the Republican group.

• Generative Agent overestimates Cohen’s d.
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Results
Generative Agent Fails to Capture Response Extremes

• The Generative Agent rarely produces extreme responses (e.g., “Never” or “Definitely”), resulting in 
low response variance.

• This underestimates disagreement and exaggerates effect sizes in polarization measures.
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Experiments
Simulating Gaps in Meta-Perceptions 

Benchmark. Meta-Prejudice (Moore-Berg et al., 2020)

Finding. People systematically exaggerate how the 
opposing party views them, believing they are seen 
with more hostility or favor than is actually the case.

Metric (Meta-Perception Gap). The average 
difference between actual partisan ratings and how 
the opposing party believes those ratings were made.

Moore-Berg, Samantha L., et al. "Exaggerated meta-perceptions predict intergroup hostility between American political 
partisans." Proceedings of the National Academy of Sciences (2020)

Meta-perceptions are more extreme than actual partisan prejudice

44



Experiments
Simulating Gaps in Meta-Perceptions
Example Survey Questions

Question: How warm or cold do you feel towards 
Republicans?
(A) Very cold
(B) Cold
(C) Neutral
(D) Warm
(E) Very warm

Self-Perception (Target: Democrats)

Meta-Perception (Target: Republicans)

Question: How warm or cold do you think Democrats
feel towards Republicans
(A) Very cold
(B) Cold
(C) Neutral
(D) Warm
(E) Very warm

Meta-perceptions are more extreme than actual partisan prejudice

45Moore-Berg, Samantha L., et al. "Exaggerated meta-perceptions predict intergroup hostility between American political 
partisans." Proceedings of the National Academy of Sciences (2020)



Results
Simulating Gaps in Meta-Perceptions

• Several baselines—especially Llama3.1-70B 
and Generative Agent—fail to capture even the 
correct direction of the meta-perception gap
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Experiments
What Matters in Binding LLMs to Virtual Personas?

H1. Quantity
More Backstories enable better 
matching of virtual personas to 
human subjects

H2. Depth
Longer backstories provide 
richer context for an individual

H3. Consistency
Stronger narrative consistency
improves alignment

47



Results
What Matters in Binding LLMs to Virtual Personas?

• More backstories improve persona–human alignment (left)

• Longer backstories provide richer context for individual modeling (middle)

• Critic review enforces narrative consistency and improves match (right)
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Thanks!
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Real-World Agents
Scaling Agents to Real-World Problems

Arnaud Fickinger



Learning
Training Time

Planning
Testing Time

Intelligent Agent: 2 essential skills 



Methods seen in class and applied to simple problems

Planning

BFS, DFS, UCS, A* Search, MCTS

Sampling, Inference, Particle Filtering

Learning

Model-based learning, TD-learning, 
Q-learning

Naive Bayes, Regression, SGD, Neural 
Networks

Foundational but hard to scale to real-world problems



CS188 Problems vs Real-World Problems
CS188 (PacMan) RW (Self-Driving)

Observability Entire maze visible Camera, Lidar. Partial

State/Observation Discrete HD  image space. Tabular 
methods won’t work.

Action 4 actions Continuous Space

Stochasticity Deterministic (ghosts are 
scripted)

Stochastic (weather, drivers, 
pedestrians, …)

Agents 4 adversarial ghosts Hundreds of agents in 
mixed coop-comp setting

Data availability Unlimited data (s,a,r) from 
the same environment, Free

Limited data from different 
environments, Costly

Reward Dense reward No reward, Hard to design



CS188 Problems vs Real-World Problems

High-level understanding.

Let’s focus on 4 problems:

1) Planning
2) Exploration
3) Learning without reward
4) Simulation



Planning in complex environments  

Where tabular search becomes intractable



CS188: Monte Carlo Tree Search

Every nodes kept in memory and lead to a new search => Tabular

Most powerful seen in class



Success Story: Go

Best w/o search: 3000, Best w/ search: 5100, Superhuman: 3600

=> Can we successfully apply the same recipe to more complex problems?



Limits of Go

Observability Perfect Information (Full grid)

Stochasticity Deterministic (Stone)

Agents 2 agents, purely adversarial

A lot of properties from a real world problem are still missing



Number of nodes to expand

4-ply search:

Average number of actions: 250

250*250*250*250 = 10^9 (reasonable)



More complex environment: Hanabi 

Cooperative 5-player Imperfect-Information Game

Goal: build a deck in a certain order

You don’t know your cards, other players can give limited hints

"Hanabi elevates reasoning about the beliefs and intentions of other agents to the 
foreground" (The Hanabi Challenge: A New Frontier for AI Research)



Hanabi 

Go Hanabi

Observability Perfect Information (Full 
grid)

Imperfect Information 
(hidden card)

Stochasticity Deterministic (Stone) Stochastic (draw cards)

Agents 2 agents, purely adversarial 5 agents, cooperative with 
hidden info (limited hints)

Get closer from real-world problem



Formally: a DecPOMDP

NEXP-complete (strictly harder than NP-complete)

Objective: Compute the joint policy that 
maximizes the common reward



Planning in a DecPOMDP

Turn Hidden Private Public

1

2

compute belief from private history => different outcomes, has to be expanded
next state computed stochastically => different outcomes, has to be expanded
joint policy: every player has to be expanded in one turn



2-ply search:

((20*20)^5*30)^2 = 10^29  [action*possible states]^player*possible next states

Go: 250*250 = 10^5

Number of nodes in the tree

Go Hanabi

Nb of nodes 10^5 10^29



Our Solution: Neural Search

Insight: states can gain information from search performed in similar states.

Tabular search does not exploit this.

Similar states share similar features inside a Q-network



Our Solution: Neural Search

Amortize Search by:

Taking a pretrained blueprint

At each state, collect M rollouts and finetune the blueprint with gradient descent 
on the Bellman residual

=> every state will gain information from search done in similar states



Our Solution: Neural Search



Hanabi: SOTA

First method to enable joint policy search for more than 2-ply in 
large DecPOMDP



Pacman



Pacman



Pacman



Takeaway

Tabular search do not scale to real-world problems with imperfect information and 
stochasticity

The key is to amortize search for similar states

A Fickinger, H Hu, B Amos, S Russell, N Brown,  Scalable online planning via reinforcement learning fine-tuning



Exploring complex environments



𝜖-greedy policy: randomize the actions

Count-Based Exploration

CS188



Real-World Environments

1) Sparse Reward

Proba to go to high reward region with greedy policy is almost zero

2) High-Dimensional Observation

Probability to go back to the same observation is almost zero



Solution: Neural Measure of Novelty

Amortize count => Similar in spirit to neural search 

Train a neural network on observation-action pairs: 

f is smooth ⇒ the error will be low on all state-action pairs similar to already 
visited state-action pairs

Good example: next observation prediction  



Problem: Noisy TV in Partially Obs Stochastic Environment

Agent get trapped in local maxima of entropy



Our Solution: Escaping the local max via Adversarial Surprise

- Sequential game 
- Two policies, one RL agent
- Shared observation density model 
- Reward = surprise controller 
- Duality noisy TV and dark room
- Emergence of complexity

Exploration as a game between a surprise minimizing policy and surprise maximizing policy



Theoretical Result: State Coverage

- Assumption 1: Block MDP
- Assumption 2: Dark rooms coverage



Empirical Results: Minigrid and Atari
Exploration Control

No-reward 
learning of 
complex 
behavior



Random Network DistillationAdversarial Surprise



Exploring complex environments: takeaway

Count-based methods need to be amortized by a neural network.

Maximizing surprise do not work in partially observable stochastic environment.

A Fickinger, N Jaques, S Parajuli, M Chang, N Rhinehart, G Berseth, S Russell, S Levine, Explore and Control with Adversarial Surprise



Learning without reward



The problem of reward in real-world problems

Costly to design

Reward hacking



Imitation Learning

Goal: learning behavior from demonstrations



Solutions

Behavioral Cloning: reduce to supervised learning

Inverse Reinforcement Learning

Learn the reward that best explain the behavior



Problem

1) Does not easily transfer to other systems with potentially different state 
action space (e.g., learning a robot policy from human demonstration) 

2) Often require many trajectories from the expert



Example 1

?

Human understand the transfer



Example 2

?

4D 7D
Human understand the transfer



Example 3

?

23D
30D

Human understand the transfer



Our solution: Gromov-Wasserstein Imitation Learning

Insight: humans exploit geometric invariance



Our solution: Gromov-Wasserstein Imitation Learning



Intuition: optimal behaviors are connected via isometry 



Rigid Transformation



Slightly Different State-Action Spaces



Significantly Different State-Action Spaces



Learning without reward: takeaway

Designing informative rewards for real-world environments is challenging

If we have a demo of a similar task, exploit the invariance to learn a reward (here 
isometry)

A Fickinger, S Cohen, S Russell, B Amos, CROSS-DOMAIN IMITATION LEARNING VIA OPTIMAL TRANSPORT



Simulating complex environments



Traditional Simulations

- strong domain expertise
- high cost
- real-time requires approximation
- limited generalization



World Models

Oasis (2024)



World Models

Oasis (2024)

Problem: does not generalize 



Large-scale generative model
 

Genie 2: A large-scale foundation world model (Deepmind 2024)

Problem: generalize but bounded complexity



Our solution



Thank you

arnaud.fickinger@berkeley.edu
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