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n Key hypothesis:

n IF neural network smart enough to predict: 
n Next frame in video

n Next word in sentence

n Generate realistic images

n ``Translate’’ images from one style to another style

n …

n THEN same neural network is ready to do Deep Supervised Learning 
from very small data-set

Deep Unsupervised Learning

Task 1

Task 2



Prompt: A train carriage containing controlled nuclear materials was stolen in 
Cincinnati today. Its whereabouts are unknown.

GPT-2: The incident occurred on the downtown train line, which runs from Covington 
and Ashland stations. In an email to Ohio news outlets, the U.S. Department of 
Energy said it is working with the Federal Railroad Administration to find the 
thief.
‘The theft of this nuclear material will have significant negative consequences on 
public and environmental health, our workforce and the economy of our nation,’ 
said Tom Hicks, the U.S. Energy Secretary, in a statement. ‘Our top priority is to 
secure the theft and ensure it doesn’t happen again.’
The stolen material was taken from the University of Cincinnati’s Research 
Triangle Park nuclear research site, according to a news release from Department 
officials.
The Nuclear Regulatory Commission did not immediately release any information. 
According to the release, the U.S. Department of Energy’s Office of Nuclear 
Material Safety and Security is leading that team’s investigation.

Next Word Prediction (OpenAI’s GPT)

[beta.openai.com/playground]



Transfer from Unsupervised Learning

…in

Task 1 = unsupervised

Task 2 = real task



Example Setting

…text

Task 1 = predict next word

Task 2 = predict sentiment



Unsupervised Sentiment Neuron

[Radford et al, 2017]



Benchmarks



Unsupervised Learning in Vision

…Image

Task 1 = fill in a patch

Task 2 = predict cat vs. dog



Predict Missing Patch

[cs.cmu.edu/~dpathak/context_encoder]



Unsupervised Learning + linear classifier



AI for Art Creation

An astronaut riding a horse in a photorealistic style
[openai.com/dall-e-2]



Disinformation can be aided by AI generated text
Prompt: Recycling is good for the world, no, you could not be more 
wrong.

GPT-2: Recycling is NOT good for the world. It is bad for the 
environment, it is bad for our health, and it is bad for our 
economy. I’m not kidding. Recycling is not good for the 
environment. It is destructive to the earth and it is a major 
contributor to global warming. Recycling is not good for our 
health. It contributes to obesity and diseases like heart 
disease and cancer. Recycling is bad for our economy. It 
increases the cost of a product, and in turn, the price of 
everything that is made with that product. Recycling is not good 
for our nation. We pay a tremendous price for the privilege of 
having the world’s most advanced and efficient recycling system. 
Recycling is a huge, colossal waste of time, energy, money, and 
resources.



Disinformation can be aided by Deep Fakes

[thispersondoesnotexist.com]
[thiscatdoesnotexist.com]



n Why?

n AI is making decisions, at scale

n Any kind of issues (e.g. bias or malignant use) could significantly affect 
people

n Many open questions:

n Who is responsible?

n How to diagnose and prevent?

AI Ethics Ever More Important



Research Frontiers

§ Deep Unsupervised Learning

§ Robot Learning
§ AI for Science



[Wyrobek, Berger, van der Loos, Salisbury, ICRA 2008]

PR-1



Unsupervised Learning for Interaction?

[Levine et al, 2016]



Reinforcement Learning

[Levine*, Finn*, Darrell, Abbeel, JMLR 2016]



Learned Skills

[Levine*, Finn*, Darrell, Abbeel, JMLR 2016]



Challenge Task: Robotic Laundry
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Symbolic Math: Integrals and ODEs

[Lample and Charton, ICLR 2020]



Where to Go Next?



Where to go next?

§ Congratulations, you’ve seen the basics of modern AI
§ … and done some amazing work putting it to use!

§ How to continue:
§ CS 189 (Machine Learning, people.eecs.berkeley.edu/~jrs/189/)
§ CS 182 (Neural Networks, youtube.com/playlist?list=PL_iWQOsE6TfVmKkQHucjPAoRtIJYt8a5A)
§ CS 285 (Deep RL, youtube.com/playlist?list=PL_iWQOsE6TfXxKgI1GgyV1B_Xa0DxE5eH)
§ CS 287 (Robotics, people.eecs.berkeley.edu/~pabbeel/cs287-fa19/)
§ Data 100 (Data Science, ds100.org)
§ Data 102 (Inference and Decisions, data102.org)
§ EECS 127 (Optimization, inst.eecs.berkeley.edu/~eecs127/fa20/)
§ CS 294-158 Deep Unsupervised Learning (sites.google.com/view/berkeley-cs294-158-sp20)
§ EECS 126 (Probability), CS 281A (ML Theory), CS 280 (Computer Vision), CS 288 (Natural Language), 

CS 287H (Human-Robot Interaction)
§ … and more: coursecapture.berkeley.edu

https://people.eecs.berkeley.edu/~jrs/189/
https://www.youtube.com/playlist?list=PL_iWQOsE6TfVmKkQHucjPAoRtIJYt8a5A
https://www.youtube.com/playlist?list=PL_iWQOsE6TfXxKgI1GgyV1B_Xa0DxE5eH
https://people.eecs.berkeley.edu/~pabbeel/cs287-fa19/
https://ds100.org/sp22/
https://data102.org/
https://inst.eecs.berkeley.edu/~eecs127/fa20/
https://sites.google.com/view/berkeley-cs294-158-sp20/home
https://coursecapture.berkeley.edu/home


n Andrew Ng weekly newsletter:

The Batch: https://www.deeplearning.ai/thebatch/

Lightweight Opportunities to Keep Learning

n Jack Clark (former Comms Director OpenAI) weekly newsletter:

Import AI: https://jack-clark.net/

n Rachel Thomas AI Ethics course:

Course website: ethics.fast.ai

n Pieter Abbeel podcast:

The Robot Brains Podcast: https://therobotbrains.ai

https://jack-clark.net/
https://therobotbrains.ai/


Midterm Contest Results



Top 3
n 1st place:

n Panda Jonathan Yue

n 2nd place
n PacmanCutiesRun! Enqian Zheng

n 3rd place
n iPacman Luyang Jiang and Martin Liu



Congratulations!









Ketrina Yim
CS188 Artist

[ketrinayim.tumblr.com]



That’s It!

§ Help us out with course evaluations!

§ Have a great rest of your summer!

§ Good luck with finals!



Stickers Time!!




