
CS 188
Summer 2024

Introduction to
Artificial Intelligence HW1
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Q1. [20 pts] A Comprehensive Search
It is training day for Pacbabies, also known as Hungry Running Maze Games day. Each of 𝑘 Pacbabies starts in its own assigned
start location 𝑠𝑖 in a large maze of size 𝑀 × 𝑁 and must return to its own Pacdad who is waiting patiently but proudly at 𝑔𝑖
along the way, the Pacbabies must, between them, eat all the dots in the maze.

At each step, all 𝑘 Pacbabies move one unit to any open adjacent square. The only legal actions are Up, Down, Left, or Right. It
is illegal for a Pacbaby to wait in a square, attempt to move into a wall, or attempt to occupy the same square as another Pacbaby.
To set a record, the Pacbabies must find an optimal collective solution.

1.1) (3 pts) Define a minimal state space representation for this problem.

The minimal state space is defined by the current locations of 𝑘 Pacbabies and, for each square of the grid, a Boolean variable
that indicates whether there is food there or not.

1.2) (2 pts) How large is the state space?

Given the minimal state representation defined above an upper bound on the size of the state space is (𝑀𝑁)𝑘 ⋅ 2𝑀𝑁 . The first
part is (𝑀𝑁)𝑘 as the pacbabies can move to any state in the state-space. The second term 2𝑀𝑁 accounts for all the possible
food configurations on the grid. You could also point out that given that two pacbabies cannot be on the same place at the same
time the first term is (𝑀𝑁) ∗ (𝑀𝑁 − 1) ∗ ⋯ (𝑀𝑁 − (𝑘 − 1)). Both approaches are considered correct.

1.3) (2 pts) What is the maximum branching factor for this problem?

A) 4𝑘

B) 8𝑘

C) 4𝑘2𝑀𝑁

D) 4𝑘24

A) 4𝑘

For each distinct action of a pacbaby we will end up in a possibly different child node. Given that we have 𝑘 pacbabies then the
answer is 4𝑘 as each of the 𝑘 Pacbabies has a choice of 4 actions.

1.4 - 1.9) (8 pts) Let 𝑀𝐻(𝑝, 𝑞) be the Manhattan distance between positions 𝑝 and 𝑞 and 𝐹 be the set of all positions of remaining
food pellets and 𝑝𝑖 be the current position of Pacbaby 𝑖. Which of the following are admissible heuristics?

1.4.
∑𝑘

𝑖=1 𝑀𝐻(𝑝𝑖,𝑔𝑖)
𝑘

1.5. max1≤𝑖≤𝑘𝑀𝐻(𝑝𝑖, 𝑔𝑖)

1.6. max1≤𝑖≤𝑘[max𝑓∈𝐹 𝑀𝐻(𝑝𝑖, 𝑓 )]

1.7. max1≤𝑖≤𝑘[min𝑓∈𝐹 𝑀𝐻(𝑝𝑖, 𝑓 )]

1.8. min1≤𝑖≤𝑘[min𝑓∈𝐹 𝑀𝐻(𝑝𝑖, 𝑓 )]

1.9. min𝑓∈𝐹 [max1≤𝑖≤𝑘𝑀𝐻(𝑝𝑖, 𝑓 )]

1.4, 1.5, and 1.8 are admissible. 1.6, 1.7, and 1.9 are inadmissible.

• 1.4 is admissible because the total Pacbaby–Pacdad distance can be reduced by at most 𝑘 at each time step.

• 1.5 is admissible because it will take at least this many steps for the furthest Pacbaby to reach its Pacdad.
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• 1.6 is inadmissible because it looks at the distance from each Pacbaby to its most distant food square and in the optimal
solution we might have another Pacbaby, that is closer, going to that square so this heuristic is inadmissible.

• 1.7 same logic as C).

• 1.8 is admissible because some Pacbaby will have to travel at least this far to eat one piece of food.

• 1.9 is inadmissible because it connects each food square to the most distant Pacbaby, which may not be the one who eats
it.

1.10) (2 pts)You’d like to choose two heuristic functions 𝑓 , 𝑔 from the 6 heuristics listed above, such that their maximum,
ℎ(𝑛) = max(𝑓 (𝑛), 𝑔(𝑛)), is an admissible heuristic.

What is a sufficient condition on 𝑓 and/or 𝑔 for ℎ(𝑛) to be admissible?

Your answer can be brief (<5 words).

Any pair between A), B), and E) would make ℎ(𝑛) admissible as the max of two admissible heuristics is still admissible.

1.11) (3 pts) You’d like to choose two heuristic functions 𝑓 , 𝑔 from the 6 heuristics listed above, such that

ℎ(𝑛) = 𝑎𝑓 (𝑛) + (1 − 𝑎)𝑔(𝑛)

is an admissible heuristic for any value of 𝑎 between 0 and 1.

Which is a sufficient condition for ℎ(𝑛) to be admissible?

A) Any 𝑓 and 𝑔 is sufficient.

B) At least one of 𝑓 and 𝑔 is admissible.

C) Both 𝑓 and 𝑔 are admissible.

D) ℎ(𝑛) is admissible for 𝑎 = 0.5.

E) ℎ(𝑛) is admissible for 𝑎 = 0.

C) Both 𝑓 and 𝑔 are admissible.

Again, any pair between A), B), and E) would make ℎ(𝑛) admissible as the convex combination of two functions is dominated
by the max of those functions, ℎ(𝑛) = 𝛼ℎ𝑖(𝑛)+ (1−𝛼)ℎ𝑗(𝑛)) ≤ max(ℎ𝑖(𝑛), ℎ𝑗(𝑛)) for any 𝛼 ∈ [0, 1], and since from the previous
part the max is admissible the same holds for the convex combination.
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Q2. [9 pts] Rationality of Utilities
2.1) (3 pts) Consider a lottery 𝐿 = [0.2, 𝐴; 0.3, 𝐵; 0.4, 𝐶; 0.1, 𝐷], where the utility values of each of the outcomes are 𝑈 (𝐴) = 1,
𝑈 (𝐵) = 3, 𝑈 (𝐶) = 5, 𝑈 (𝐷) = 2. What is the utility of this lottery, 𝑈 (𝐿)?

𝑈 (𝐿) = 0.2 ∗ 𝑈 (𝐴) + 0.3 ∗ 𝑈 (𝐵) + 0.4 ∗ 𝑈 (𝐶) + 0.1 ∗ 𝑈 (𝐷) = 3.3

2.2) (3 pts) Consider a lottery 𝐿1 = [0.5, 𝐴; 0.5, 𝐿2], where 𝑈 (𝐴) = 4, and lottery 𝐿2 = [0.5, 𝑋; 0.5, 𝑌 ], where 𝑈 (𝑋) = 4,
𝑈 (𝑌 ) = 8. What is the utility of the the first lottery, 𝑈 (𝐿1)?

𝑈 (𝐿1) = 0.5 ∗ 𝑈 (𝐴) + 0.5 ∗ 𝑈 (𝐿2) = 2 + 3 = 5

2.3) (3 pts) Assume 𝐴 ≻ 𝐵, 𝐵 ≻ 𝐿, where 𝐿 = [0.5, 𝐶; 0.5, 𝐷], and 𝐷 ≻ 𝐴. Assuming rational preferences, which of the
following statements are guaranteed to be true?

A) 𝐴 ≻ 𝐿

B) 𝐴 ≻ 𝐶

C) 𝐴 ≻ 𝐷

D) 𝐵 ≻ 𝐶

E) 𝐵 ≻ 𝐷

A) 𝐴 ≻ 𝐿, B) 𝐴 ≻ 𝐶 , D) 𝐵 ≻ 𝐶

• 𝐴 ≻ 𝐵 ≻ 𝐿, so by transitivity 𝐴 ≻ 𝐿

• 𝐴 ≻ 𝐿 ⟹ 𝐴 ≻ 𝐷 ∨ 𝐴 ≻ 𝐶 . Because 𝐷 ≻ 𝐴, then 𝐴 ≻ 𝐶 must be true.

• 𝐷 ≻ 𝐴 means this is false.

• 𝐷 ≻ 𝐴 ≻ 𝐵 ⟹ 𝐷 ≻ 𝐵, so for the same reasoning as (b) this is true

• 𝐷 ≻ 𝐴 ≻ 𝐵 ⟹ 𝐷 ≻ 𝐵, means this is false.
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Q3. [14 pts] Preferences and Utilities
Our Pacman board now has food pellets of 3 different sizes - pellet 𝑃1of radius 1, 𝑃2 of radius 2 and 𝑃3 of radius 3. In different
moods, Pacman has different preferences among these pellets. In each of the following questions, you are given Pacman’s pref-
erence for the different pellets. From among the options pick the utility functions that are consistent with Pacman’s preferences,
where each utility function 𝑈 (𝑟) is given as a function of the pellet radius 𝑟, and is defined over non-negative values of 𝑟.

3.1) (2 pts) 𝑃1 ∼ 𝑃2 ∼ 𝑃3

A) 𝑈 (𝑟) = 0

B) 𝑈 (𝑟) = 3

C) 𝑈 (𝑟) = 𝑟

D) 𝑈 (𝑟) = 2𝑟 + 4

E) 𝑈 (𝑟) = −𝑟

F) 𝑈 (𝑟) = 𝑟2

G) 𝑈 (𝑟) = −𝑟2

H) 𝑈 (𝑟) =
√

𝑟

I) 𝑈 (𝑟) = −
√

𝑟

J) Irrational preferences!

A) and B)

Because all three sizes are preferred equally, 𝑈 (𝑟) has to return the same value for 𝑟 = 1, 2, 3. The only functions that do so
from this list are those that do not depend on 𝑟.

3.2) (2 pts) 𝑃1 ≺ 𝑃2 ≺ 𝑃3

A) 𝑈 (𝑟) = 0

B) 𝑈 (𝑟) = 3

C) 𝑈 (𝑟) = 𝑟

D) 𝑈 (𝑟) = 2𝑟 + 4

E) 𝑈 (𝑟) = −𝑟

F) 𝑈 (𝑟) = 𝑟2

G) 𝑈 (𝑟) = −𝑟2

H) 𝑈 (𝑟) =
√

𝑟

I) 𝑈 (𝑟) = −
√

𝑟

J) Irrational preferences!

C) , D), F), H)

Higher radii are preferred over lower ones, so increasing functions of 𝑟 satisfy the constraints.

3.3) (2 pts) 𝑃1 ≻ 𝑃2 ≻ 𝑃3
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A) 𝑈 (𝑟) = 0

B) 𝑈 (𝑟) = 3

C) 𝑈 (𝑟) = 𝑟

D) 𝑈 (𝑟) = 2𝑟 + 4

E) 𝑈 (𝑟) = −𝑟

F) 𝑈 (𝑟) = 𝑟2

G) 𝑈 (𝑟) = −𝑟2

H) 𝑈 (𝑟) =
√

𝑟

I) 𝑈 (𝑟) = −
√

𝑟

J) Irrational preferences!

E), G), and I)

Lower radii are preferred over higher ones, so decreasing functions of 𝑟 satisfy the constraints.

3.4) (2 pts)
(

𝑃1 ≺ 𝑃2 ≺ 𝑃3
)

and
(

𝑃2 ≺
(

50-50 lottery among 𝑃1 and 𝑃3
))

A) 𝑈 (𝑟) = 0

B) 𝑈 (𝑟) = 3

C) 𝑈 (𝑟) = 𝑟

D) 𝑈 (𝑟) = 2𝑟 + 4

E) 𝑈 (𝑟) = −𝑟

F) 𝑈 (𝑟) = 𝑟2

G) 𝑈 (𝑟) = −𝑟2

H) 𝑈 (𝑟) =
√

𝑟

I) 𝑈 (𝑟) = −
√

𝑟

J) Irrational preferences!

F) only.

The first constraint means that 𝑈 (𝑟) must be increasing, and the second constraint means that the rate at which it is increasing
must be increasing as well, and 𝑟2 is the only function that is of the ones provided.

3.5) (2 pts)
(

𝑃1 ≻ 𝑃2 ≻ 𝑃3
)

and
(

𝑃2 ≻
(

50-50 lottery among 𝑃1 and 𝑃3
))

A) 𝑈 (𝑟) = 0

B) 𝑈 (𝑟) = 3

C) 𝑈 (𝑟) = 𝑟

D) 𝑈 (𝑟) = 2𝑟 + 4

E) 𝑈 (𝑟) = −𝑟
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F) 𝑈 (𝑟) = 𝑟2

G) 𝑈 (𝑟) = −𝑟2

H) 𝑈 (𝑟) =
√

𝑟

I) 𝑈 (𝑟) = −
√

𝑟

J) Irrational preferences!

G) only.

The first constraint means that 𝑈 (𝑟) must be decreasing, and the second constraint means that 𝑈 (2) > 0.5 ∗ 𝑈 (1) + 0.5 ∗ 𝑈 (3).

3.6) (2 pts)
(

𝑃1 ≺ 𝑃2
)

and
(

𝑃2 ≺ 𝑃3
)

and
((

50-50 lottery among 𝑃2 and 𝑃3
)

≺
(

50-50 lottery among 𝑃1 and 𝑃2
))

A) 𝑈 (𝑟) = 0

B) 𝑈 (𝑟) = 3

C) 𝑈 (𝑟) = 𝑟

D) 𝑈 (𝑟) = 2𝑟 + 4

E) 𝑈 (𝑟) = −𝑟

F) 𝑈 (𝑟) = 𝑟2

G) 𝑈 (𝑟) = −𝑟2

H) 𝑈 (𝑟) =
√

𝑟

I) 𝑈 (𝑟) = −
√

𝑟

J) Irrational preferences!

J)

𝑃3 ≻ 𝑃1 by transitivity, and since both lotteries have equal chances for 𝑃2, it can be ignored when comparing the two. So the
last constraint is essentially 𝑃3 ≺ 𝑃1, which makes the preferences irrational.

3.7) (2 pts) Which of the following would be a utility function for a risk-seeking preference? That is, for which utility(s) would
Pacman prefer entering a lottery for a random food pellet, with expected size 𝑠, over receiving a pellet of size 𝑠?

A) 𝑈 (𝑟) = 0

B) 𝑈 (𝑟) = 3

C) 𝑈 (𝑟) = 𝑟

D) 𝑈 (𝑟) = 2𝑟 + 4

E) 𝑈 (𝑟) = −𝑟

F) 𝑈 (𝑟) = 𝑟2

G) 𝑈 (𝑟) = −𝑟2

H) 𝑈 (𝑟) =
√

𝑟

I) 𝑈 (𝑟) = −
√

𝑟

F) and I)

Functions that are either decreasing slower than linearly, like −
√

𝑟, or increasing faster than linearly, like 𝑟2, satisfy this.
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