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Natural Language Processing

Goal: Deep Understanding
§ Requires knowledge, context, and 

grounding
§ Just starting to see successes

Reality: Shallow Matching
§ Requires robustness and scale
§ Amazing successes, but 

fundamental limitations 

NLP

grep



What tasks do we care about?

Applications
§ Text generation
§ Chatbots
§ Machine translation
§ Web search
§ Speech recognition
§ Virtual assistants
§ Text-to-speech
§ Syntactic parsing, semantic parsing, semantic role labeling, word sense 

induction, coreference resolution, summarization, sentiment analysis…



Machine Translation

Google Translate 2020



Search, Questions, and Reasoning



Jeopardy!

Images: Jeopardy Productions



Question Answering: Watson



Question Answering: Watson

Slide: Yejin Choi



Watson



Language Comprehension?

[From GrammarBank]



Conversations with Devices?

Slide: Yejin Choi



ELIZA



Large Language Models



Neural ASR

Regexps

Search

NLP History

1950 1960 1970 1980 1990 2000 2010 2020

Neural nets?

Weaver on MT

Bell Labs ASR

ALPAC kills MT Rule-based MT

Neural MT
Penn Treebank Structured ML

Statistical MT Neural TTS

Pretraining

Rule-based 
Semantics

CYC

Pre-Compute Era Symbolic Era Empirical Era Scale Era

Grep



Approach #1: Lexical Translation

Step #1: Learn Alignments
§ Learn mappings between words in source and target language
§ IBM Model 1, 2, 3, 4, 5...
§ Can also learn a phrase table of mappings

Step #2: Generate Language
§ Search problem over the space of natural language strings
§ Can use approaches like A* to guide search



Issue: Ambiguities



Issue: Ambiguities

§ Headlines:
§ Enraged Cow Injures Farmer with Ax
§ Teacher Strikes Idle Kids
§ Hospitals Are Sued by 7 Foot Doctors
§ Ban on Nude Dancing on Governor’s Desk
§ Iraqi Head Seeks Arms
§ Stolen Painting Found by Tree
§ Kids Make Nutritious Snacks
§ Local HS Dropouts Cut in Half

§ Can we come up with a representation to 
disambiguate the two readings of each headline?



We Need Representation: Linguistic Structure

Slide: Greg Durrett



Approach #2: Predict Intermediate Structures

Image courtesy of https://vas3k.com/blog/machine_translation/



Approach #3: Language Modeling

the station signs are in deep in english -14732
the stations signs are in deep in english -14735
the station signs are in deep into english -14739
the station 's signs are in deep in english -14740
the station signs are in deep in the english -14741
the station signs are indeed in english -14757
the station 's signs are indeed in english -14760
the station signs are indians in english -14790



Noisy Channel Model: ASR
§We want to predict a sentence given acoustics:

§The noisy-channel approach:

Acoustic model: score fit between 
sounds and words

Language model: score 
plausibility of word sequences



Noisy Channel Model: Translation
“Having guessed and inferred considerably about, the
powerful new mechanized methods in cryptography…one
naturally wonders if the problem of translation could
conceivably be treated as a problem in cryptography. When I
look at an article in Russian, I say: ‘This is really written in
English, but it has been coded in some strange symbols. I will
now proceed to decode.’ ”

Warren Weaver (1947)



Machine Translation

Google Translate 2020



Empirical N-Grams

§ Use statistics from data (examples here from Google N-Grams)

§ This is the maximum likelihood estimate, which needs modification

§ N-gram models use such counts to compute probabilities on demand

198015222 the first
194623024 the same
168504105 the following
158562063 the world
…
14112454 the door
-----------------
23135851162 the *
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Smoothing
§ We often want to make estimates from sparse statistics:

§ Smoothing flattens spiky distributions so they generalize better:

§ Very important all over NLP, but easy to do badly

P(w | denied the)
3 allegations
2 reports
1 claims
1 request
7 total
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P(w | denied the)
2.5 allegations
1.5 reports
0.5 claims
0.5 request
2 other
7 total



Back-off
Please close the first door on the left.

3380 please close the door
1601 please close the window
1164 please close the new
1159 please close the gate
…
0      please close the first
-----------------
13951 please close the *

198015222 the first
194623024 the same
168504105 the following
158562063 the world
…
…
-----------------
23135851162 the *

197302 close the window 
191125 close the door 
152500 close the gap 
116451 close the thread
…
8662     close the first
-----------------
3785230 close the *

0.0 0.002 0.009

Specific but Sparse Dense but General

4-Gram 3-Gram 2-Gram



Discounting
§ Observation: N-grams occur more in training data than they will later

§Absolute discounting: reduce counts by a small constant, redistribute 
“shaved” mass to a model of new events

Count in 22M Words Future c* (Next 22M)

1 0.45

2 1.25

3 2.24

4 3.23

5 4.21

Empirical Bigram Counts (Church and Gale, 91)



Reminder: Feedforward Neural Nets



A Feedforward N-Gram Model?



Early Neural Language Models

Bengio et al 03

§ Fixed-order feed-forward 
neural LMs

§ Eg Bengio et al 03

§ Allow generalization across 
contexts in more nuanced ways 
than prefixing

§ Allow different kinds of pooling 
in different contexts

§ Much more expensive to train



Recurrent NNs



Cloze Task (The Shannon Game)

Today, I went to the store and bought some milk and 
eggs. I knew it was going to rain, but I forgot to take my 
umbrella, and ended up getting wet on the way.
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Source: Jay Alammar

Language Modeling



Recall: Language Modeling

§ Goal: learn a probability distribution over possible next words

𝑃 𝑤! 𝑤!"#, … , 𝑤$

§ Markovian assumption (used in n-gram models):

𝑃 𝑤! 𝑤!"#, … , 𝑤$ = 𝑃(𝑤! ∣ 𝑤!"# , … , 𝑤!"%&# )

§ E.g., in a bigram model: 𝑃 𝑤! 𝑤!"#, … , 𝑤$ = P(w% ∣ 𝑤!"#, 𝑤!"&)



RNNs



General RNN Approach



RNN Uses



Basic RNNs



Training RNNs



Problem: Vanishing Gradients

§ Contribution of earlier inputs decreases if matrices are contractive (first 
eigenvalue < 1), non-linearities are squashing, etc

§ Gradients can be viewed as a measure of the effect of the past on the future

§ That’s a problem for optimization but also means that information naturally 
decays quickly, so model will tend to capture local information



Core Issue: Information Decay



Problem: Exploding Gradients

§ Gradients can also be too large

§ Leads to overshooting / jumping 
around the parameter space

§ Common solution: gradient clipping



Key Idea: Propagated State

§ Information decays in RNNs because it gets multiplied each time step

§ Idea: have a channel called the cell state that by default just gets 
propagated (the “conveyer belt”)

§ Gates make explicit decisions about what to add / forget from this channel

Image: https://colah.github.io/posts/2015-08-Understanding-LSTMs/

Cell State Gating



RNNs



LSTMs



LSTMs



LSTMs



What about the Gradients?



The Bottleneck Problem



LSTMs with Attention



LSTMs with Attention



LSTMs with Attention



Attention



Self-Attention



Self-Attention

Source: Jay Alammar



Self-Attention

Source: Jay Alammar



Self-Attention



Self-Attention



Self-Attention



Self-Attention

Source: Jay Alammar



Multi-Head Attention

Source: Jay Alammar



Multi-Head Attention

Source: Jay Alammar



Transformers

Instead of an RNN, just use attention

High throughput & expressivity: compute 
queries, keys and values as (different) 
linear transformations of the input.

Attention weights are queries • keys; 
outputs are sums of weighted values. 

Source: Jay Alammar



Transformer

Source: Jay Alammar



Transformer

Source: Jay Alammar



Transformer

Source: Jay Alammar



Transformer

Source: Jay Alammar



Transformer Input

Source: Jay Alammar



Transformer Encoder

Source: Jay Alammar



Full Transformer: Adding the Decoder

Source: Jay Alammar



Masked Language Models

Key idea: learn representations and then fine-tune (training ≠ inference)



BERT



BERT

Source: Jay Alammar



Autoregressive Language Models

Key idea: learn next-word prediction directly (training = inference)



GPT Models

Source: Jay Alammar



Masked vs. Autoregressive Language Modeling



Pretraining & Fine-tuning



Pretraining & Fine-tuning



Unsupervised objective

Supervised objective

Pretraining & Fine-tuning



Prompting



Language Modeling Subsumes All Tasks (?)



Few- & Zero-Shot Learning



Few- & Zero-Shot Learning



Few- & Zero-Shot Learning



Instruction Tuning and RLHF

Key issue: language modeling ≠ assisting users



Instruction Tuning and RLHF



Reinforcement Learning from Human Feedback



Reinforcement Learning from Human Feedback



Reinforcement Learning from Human Feedback



Kaplan et al., 2020;
Hoffmann et al., 2022

Scaling Data & Compute



Going Forward

§ Tool use (e.g., getting language models to use APIs)
§ Grounding into non-linguistic inputs (e.g., vision, sensor data, etc.)
§ Managing security & privacy
§ Efficient / on-device / smaller / faster models
§ Avoiding harmful or undesirable outputs
§ Supporting multilinguality, esp. for low resource languages



Bonus: Computer Vision



What tasks do we care about?

§ Object detection and classification
§ Semantic segmentation
§ Image captioning
§ Visual question answering
§ Video classification and understanding
§ Image generation
§ …



Image Classification

cat
dog
horse
person
airplane
house
…



Beyond Image Classification



Image Generation



Recall: MNIST Digit Classification

Task specification:
§ Input features: binary pixel values
§ Output: a digit classification (0-9)

Issues with Naïve Bayes classifier:
§ Can overfit to individual pixels
§ Not robust to scaling, movement left/right, etc.

0

1

2

1

??



Convolutional Neural Networks



Convolution in 1D

§ Basic idea: define a new function by averaging over a sliding window
§ Example in one dimension: smoothing



Convolution in 2D

§ Filters in two dimensions: same 
idea but apply over a square 
patch of inputs (often 3x3 or 5x5)

§ Applications:
§ Blurring
§ Sharpening
§ Feature detection
§ …



Convolutional Neural Networks

§ Key idea: learn the filter weights via backprop



Benchmarking on ImageNet



ResNet (He, et al. 2015)

§ Key idea:
§ Want deeper networks with more parameters, 

but training signal becomes weak
§ Add “skip” connections between layers so that 

there are shorter paths between early 
parameters and the final loss function

§ ResNet:
§ 152-layer model for ImageNet
§ Massive improvement over all previous CNN-

based classification models circa 2015



Image Classification

cat
dog
horse
person
airplane
house
…



Image Captioning

a cat standing on a desk



Image Captioning with RNNs



Image Captioning with RNNs + Attention



Image Captioning with Transformers



Image Captioning with Vision Transformers

Need to learn these tokens



Representation Learning



Contrastive Learning



Representation Learning: SimCLR



Representation Learning: SimCLR



Autoencoders



Denoising Autoencoder



Generative Adversarial Networks



Diffusion Models



CLIP and DALL-E


