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● Understand current issues with LLMs 

● Gain intuition about how to train LLMs with RL 

● Learn about exciting research in LLMs

Goals of this Lecture



The Large Language Model era



LLMs are not aligned with human interests and values

● Well known to be biased (e.g. [1-3]) and to generate false outputs
[1] Hutchinson, Prabhakaran, Denton, Webster, Zhong, and Denuyl. 2020. Social Biases in NLP Models as Barriers for Persons with Disabilities. In ACL.
[2] Kurita, Vyas, Pareek, Black, and Tsvetkov. 2019. Measuring Bias in Contextualized Word Representations. In Proceedings of the First Workshop on Gender Bias 
in Natural Language Processing. 166–172.
[3] Sheng, Chang, Natarajan, and Peng. 2019. The Woman Worked as a Babysitter: On Biases in Language Generation. In EMNLP-IJCNL

● Our recent work shows moral & political bias in GPT and Google models [4]
[4] Abdulhai, Crepy, Valter, Canny, Jaques. 2023. Moral Foundations of Large Language Models. In the AAAI Workshop on Workshop on Representation Learning 
for Responsible Human-Centric AI Best Paper

Distance to human population population. Bolded numbers are the shortest distance



● GPT-3 engines with fewer 
parameters have greater 
distances between their moral 
foundation scores and human 
populations than the DaVinci2 
model (which is closer)

● Davinci-003 is further from 
human populations

● Anonymous participants may align 
more closely with the training data 
of Davinci

● Default response from models is 
closest to conservative humans



LLMs are not necessarily aligned with human interests and values

● Why are models biased and untruthful?

○ Datasets are biased



LLMs trained on datasets collected from the internet may reflect the biases 
that are present in the corpora

Bias in Datasets



LLMs are not necessarily aligned with human interests and values

● Why are models biased and untruthful?

○ Datasets are biased

○ Supervised learning is fundamentally the wrong objective 

■ Models are just asked to predict the next word, i.e. produce 
plausible text. No incentive to be truthful or non-toxic



How to increase alignment?

Train on human feedback! Why RL??



Training a language model with human feedback

● No per-token labels 

“I’m a woman so I just 

don’t understand!”

● Cannot learn with traditional supervised ML techniques

● Reinforcement learning is designed for exactly this type of problem

just per sentence



Reinforcement Learning
 

𝛾 = discount factor

From state st, take action at 

Get reward rt, new state st+1

Goal: maximize total 
discounted future reward

Policy 𝜋
(a|s)

Agent Environment

Sequential decision making: optimize behavior over sequence of timesteps 
(trajectory 𝜏)

Empirical 
return of 
trajectory 𝜏 

Value of action a in state s 



Deep Reinforcement Learning
 

𝛾 = discount factor

From state st, take action at 

Get reward rt, new state st+1

Goal: maximize total 
discounted future reward

Policy 𝜋
(a|s)

Agent Environment

Empirical 
return of 
trajectory 𝜏 

● Sequential decision making: optimize behavior over sequence of timesteps 
(trajectory 𝜏 = [s1,a1,r1,s2,a2,r2, … sT])



Deep Reinforcement Learning from humans
 

𝛾 = discount factor

From state st, take action at 

Get reward rt, new state st+1

Goal: maximize total 
discounted future reward

Policy 𝜋
(a|s)

Agent Environment

Empirical 
return of 
trajectory 𝜏 

● Sequential decision making: optimize behavior over sequence of timesteps 
(trajectory 𝜏 = [s1,a1,r1,s2,a2,r2, … sT])



How is RL different from supervised learning?
 

● It needs to learn to predict what will happen in the future (this is hard)
○ Can take a lot of samples

● Can use it to optimize arbitrary, non-differentiable metrics (human feedback, 
game reward)

● Trial and error learning: not trained on a static dataset. Agent chooses 
which a to try, this affects what s’ it experiences

○ This means exploration is a problem

Sequential decision making: optimize behavior over sequence of timesteps 
(trajectory 𝜏)



Outline and RLHF history
Fine-tune pre-trained sequence models with 
RL 
(Jaques et al., 2016)

Fine-tune language models on human 
feedback (e.g. sentiment) with offline RL
(Jaques et al., 2019)

Deep RL from human preferences 
(Christiano et al., 2017)

Fine-tuning language models from human preferences
(Zeigler et al., 2019)

InstructGPT
(Ouyang et al., 2022)

Fine-tune language models on 
sentiment with self-play & RL
(Saleh et al., 2019)

Learning to summarize from human feedback
(Stiennon et al., 2020)
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RL from human feedback (RLHF) for language

Keep training with RL
(to learn from human feedback)

Why??
Pre-train on data 
(to learn language)



We don’t want to learn language with trial-and-error 

What 3 word sentence do humans like most? 

Word 1 Word 2 Word 3 

10
,00

0

10
,00

0

10
,00

0X X = 1012

= 1 trillion

No way you can afford to pay humans to give you 1 trillion ratings



We don’t want to learn language with trial-and-error 

Instead, using a pre-trained language model restricts search space 
to valid, probable English sentences 

What 3 word sentence do humans like most? 

Word 1 Word 2 Word 3 

I
Don’t
Eat 

I
…

like
do

some
Iove
…

Ike
that

cheese
you
…

= ~millions



RL from human feedback (RLHF) for language

Keep training with RL
(to learn from human feedback)

Pre-train on data 
(to learn language)



Problems with naive RL fine-tuning

• Catastrophic forgetting

Example: reward for using the tonic note, 
repeating a motif

“What? Who are? Why 

you? How there?”

Example: reward for asking questions

• RL will trivially exploit the reward

• Limited reward data, or imperfect 
reward function



How to fine-tune a language model with RL?

Pre-train on data Keep training with RL

 Data prior p(a|s)
Sequence Tutor: Conservative Fine-Tuning of Sequence Generation Models with KL-control. Jaques, Gu, 
Bahdanau, Hernández-Lobato, Turner, Eck (2017). International Conference on Machine Learning (ICML) oral.

Keep a fixed copy
constrain RL 

updates



Sequence Tutor: fine-tuning sequence models with RL

● KL-control from pre-trained data prior p(a|s): 

RL policy Pre-trained prior

Sequence Tutor: Conservative Fine-Tuning of Sequence Generation Models with KL-control. Jaques, Gu, 
Bahdanau, Hernández-Lobato, Turner, Eck (2017). International Conference on Machine Learning (ICML) oral.



Generalized Ψ-learning

G-learning (based on Fox et al. (2015) [5])

Q-learning augmented with log prior

Sequence Tutor: KL-control instantiations

Sequence Tutor: Conservative Fine-Tuning of Sequence Generation Models with KL-control. Jaques, Gu, 
Bahdanau, Hernández-Lobato, Turner, Eck (2017). International Conference on Machine Learning (ICML) oral.



How to fine-tune a language model with RL?

Pre-train on data Keep training with RL

 Data prior p(a|s)
Sequence Tutor: Conservative Fine-Tuning of Sequence Generation Models with KL-control. Jaques, Gu, 
Bahdanau, Hernández-Lobato, Turner, Eck (2017). International Conference on Machine Learning (ICML) oral.

Keep a fixed copy constrain RL 
updates

Naive 
fine-tuning

KL-control



Sequence Tutor: initial applications

Sequence Tutor: Conservative Fine-Tuning of Sequence Generation Models with KL-control. Jaques, Gu, 
Bahdanau, Hernández-Lobato, Turner, Eck (2017). International Conference on Machine Learning (ICML) oral.

Pre-trained 
supervised 
model

Fine-tuned 
with RL and  
KL-control

Music generation Drug discovery

*Based on 100,000 randomly generated molecules. Bold 
differences are significant.  

NeurIPS 2016 Best Demo

http://www.youtube.com/watch?v=cDcsOokicLw
http://www.youtube.com/watch?v=abBfZB5DlSY
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Training a language model with human feedback

Are manual labels enough?

What kind of feedback should we use?



Learning from natural human interaction

Alexa, whatʼs the 
right way to 
Walmart?

The right way to spell 
Walmart is 
W-A-L-M-A-R-T.

Ugh...

Better not do 
that again...



Social feedback is rich, ubiquitous, natural



r--

r++

Human-centric Dialog Training via Offline Reinforcement Learning. Jaques*, Shen*, Ghandeharioun, Ferguson, 
Lapedriza, Jones, Gu, Picard (2020). Empirical Methods on Natural Language Processing (EMNLP).

Learning from implicit human signals in dialog

Hypothesis: Learning from explicit, manual button presses is less effective 
than implicit human signals

Manual 
labels via 
upvote/ 
downvote

Deployed 
models 
online to 
talk to real 
users



Implicit human signals as rewards

● Developed a set of conversation 
rewards, from literature on:
○ Dialog models
○ Human-human conversations 

and empathy

● Selected rewards for human feedback:
○ Elicit positive sentiment & laughter
○ Don’t be repetitive
○ Stay on topic
○ Ask questions



Need Offline/Batch RL: Off-policy RL from static data… without exploring! 

Problem: 
● Need to test carefully before deploying to humans
● Can’t learn online as it can be harmful 

RL on human interaction data in text



Batch/Offline RL: learning without exploration

KL-constraint
?

Behavioral 
cloning

Optimal

1.0

0.0



Same KL-control technique works for Offline RL

RL policy

● KL-control from pre-trained prior model of p(a|s): 

Pre-trained prior

● Soft target updates:

● Dropout-based uncertainty estimation of target Q-values

Batch data



Results: Offline RL in OpenAI Gym

KL-control from supervised 
model works as an effective 
Offline RL method, in 
standard RL envs



KL-control for language models

Pre-train on data Keep training with RL

 Data prior p(a|s)
Sequence Tutor: Conservative Fine-Tuning of Sequence Generation Models with KL-control. Jaques, Gu, 
Bahdanau, Hernández-Lobato, Turner, Eck (2017). International Conference on Machine Learning (ICML) oral.

Keep a fixed copy constrain RL 
updates

Naive 
fine-tuning

KL-control



Results: Dialog samples

KL-control:

● Model remains realistic
● Cheerful, polite, supportive

Naive RL fine-tuning:

● Unrealistic sentences / diverged 
● Trivially exploits question reward

Human-centric Dialog Training via Offline Reinforcement Learning. Jaques*, Shen*, Ghandeharioun, Ferguson, 
Lapedriza, Jones, Gu, Picard (2020). Empirical Methods on Natural Language Processing (EMNLP).



Results: Elicited human reward

KL-control models elicit 
significantly higher reward 
from humans when interacting 
with novel users at test time.

Human-centric Dialog Training via Offline Reinforcement Learning. Jaques*, Shen*, Ghandeharioun, Ferguson, 
Lapedriza, Jones, Gu, Picard (2020). Empirical Methods on Natural Language Processing (EMNLP).



Results: Human ratings / evaluation

● KL-control significantly outperforms RL baselines: 
F(x)=4.781, p< .05

Human-centric Dialog Training via Offline Reinforcement Learning. Jaques*, Shen*, Ghandeharioun, Ferguson, 
Lapedriza, Jones, Gu, Picard (2020). Empirical Methods on Natural Language Processing (EMNLP).



Results: how reward functions compare

● Sentiment leads to highest quality and human reward -- affect is important in 
good conversation

● Manual votes score lower, validating hypothesis that implicit feedback > explicit
Human-centric Dialog Training via Offline Reinforcement Learning. Jaques*, Shen*, Ghandeharioun, Ferguson, 
Lapedriza, Jones, Gu, Picard (2020). Empirical Methods on Natural Language Processing (EMNLP).



Results: Human evaluation

Human-centric Dialog Training via Offline Reinforcement Learning. Jaques*, Shen*, Ghandeharioun, Ferguson, 
Lapedriza, Jones, Gu, Picard (2020). Empirical Methods on Natural Language Processing (EMNLP).

Quality of the models is still not good enough according to humans
● Alignment tax? (i.e. more polite but humans don’t like it)
● Wrong rewards? Are these rewards not the right ones for good conversations?
● Or just not enough data?
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Follow-up work using Hierarchical RL & self play

Hierarchical Reinforcement Learning for Open-Domain Dialog. Saleh*, Jaques*, Ghandeharioun, Shen, Picard 
(2020). Association for Advancement of Artificial Intelligence (AAAI) & Best Paper Nominee at the NeurIPS 
workshop on Conversational AI.

● Alignment tax?
● Wrong rewards?
● Or just not enough data?

Offline RL, human data, 
sentiment-based rewards

Online RL, “self-play” (synthetic data), 
sentiment-based rewards



Follow-up work using Hierarchical RL & self play

Hierarchical Reinforcement Learning for Open-Domain Dialog. Saleh*, Jaques*, Ghandeharioun, Shen, Picard 
(2020). Association for Advancement of Artificial Intelligence (AAAI) & Best Paper Nominee at the NeurIPS 
workshop on Conversational AI.

● Our method, VHRL, outperforms language model baselines and previous 
Offline RL work in human ratings of conversation quality



Follow-up work using Hierarchical RL & self play

Hierarchical Reinforcement Learning for Open-Domain Dialog. Saleh*, Jaques*, Ghandeharioun, Shen, Picard 
(2020). Association for Advancement of Artificial Intelligence (AAAI) & Best Paper Nominee at the NeurIPS 
workshop on Conversational AI.

● Alignment tax?
● Wrong rewards?
● Or just not enough data?

Offline RL, human data, 
sentiment-based rewards

Online RL, “self-play” (synthetic data), 
sentiment-based rewards



Using RL to reduce toxicity

Hierarchical Reinforcement Learning for Open-Domain Dialog. Saleh*, Jaques*, Ghandeharioun, Shen, Picard 
(2020). Association for Advancement of Artificial Intelligence (AAAI) & Best Paper Nominee at the NeurIPS 
workshop on Conversational AI.

Can use RL to reduce toxicity by using the output of a toxicity 
classifier as a negative reward



Further work on building reward simulators

LMRL Gym: Benchmarks for Multi-Turn Reinforcement Learning with Language Models. Abdulhai, White, Snell, 
Sun, Hong, Zhai, Xu, Levine. International Conference on Learning Representations
2024. GenAI4DM Workshop 2024 

● To generate data for conversational tasks, LLMs are used as 
“simulators” for the task. 

● Simulators can be used to generate offline data, to provide a 
“simulation environment” for evaluation, to perform online 
training, and to compute rewards.

● For text-games, we use engines as simulators to generate 
near-optimal data and dilute the policy with suboptimal data 
with inferior policies





Using LLMs for negotiation

● Negotiation is an interesting cooperation problem
○ Cooperative: Negotiating agents need to act in the interest of a human principle 
○ Non-cooperative: While defending against adversarial cooperation partners 

● Interesting LLM + RL problem 
○ Objective, quantitative: who got the best price?
○ Can evaluate automatically with other agents



CHAI: A CHatbot AI for Task-Oriented Dialogue with Offline Reinforcement Learning. Verma, Fu, Yang, Levine 
(2022). North American Chapter of the Association for Computational Linguistics (NAACL).

● Verma et al. (2022) investigate different offline RL methods for negotiation
○ Sample text from language model (GPT-2)
○ Rank candidates with Q-function

Training LLMs for negotiation with Offline RL



CHAI: A CHatbot AI for Task-Oriented Dialogue with Offline Reinforcement Learning. Verma, Fu, Yang, Levine 
(2022). North American Chapter of the Association for Computational Linguistics (NAACL).

● Why Offline RL?
○ Lots of existing data (i.e. on negotiations)
○ Easier from an infrastructure perspective: similar to supervised learning 

as you don’t need RLHF pipeline of collecting data from humans 

Training LLMs for negotiation with Offline RL



Using LLMs for negotiation

Automatic 
evaluations:
● No clear winner 

in revenue 
● Best baseline 

uses manually 
input dialog acts

CHAI: A CHatbot AI for Task-Oriented Dialogue with Offline Reinforcement Learning. Verma, Fu, Yang, Levine 
(2022). North American Chapter of the Association for Computational Linguistics (NAACL).



Using LLMs for negotiation

Human evaluations: clear winner

CHAI: A CHatbot AI for Task-Oriented Dialogue with Offline Reinforcement Learning. Verma, Fu, Yang, Levine 
(2022). North American Chapter of the Association for Computational Linguistics (NAACL).
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Training a language model with human feedback

What kind of feedback should we use?

Deep reinforcement learning from human preferences. Christiano, Leike, Brown, Martic, Legg, Amodei (2017). 
Neural Information Processing Systems (NeurIPS).



Issue: RL models are sample hungry, but human feedback is 
really expensive

Solution: train a reward model that you can query as much as 
you need

Deep reinforcement learning from human preferences. Christiano, Leike, Brown, Martic, Legg, Amodei (2017). 
Neural Information Processing Systems (NeurIPS).

Why do we expect the 
reward model to make 
better use of the data?

● Supervised learning on 
data works better than 
offline RL on data



Issue: Humans are really bad at giving things absolute ratings

Solution: Ask humans to rate which of two trajectory segments 
they prefer (humans are better at comparisons) 

Deep reinforcement learning from human preferences. Christiano, Leike, Brown, Martic, Legg, Amodei (2017). 
Neural Information Processing Systems (NeurIPS).

cumulated rewards of trajectory are higher than the other trajectory



How to learn the reward function:

Deep reinforcement learning from human preferences. Christiano, Leike, Brown, Martic, Legg, Amodei (2017). 
Neural Information Processing Systems (NeurIPS).

Assume probability of preferring segment σ1 depends exponentially on value of 
latent reward      summed over the length of the segment

Learn     by minimizing cross-entropy between predictions and human labels 

where 𝜇 = [1,0] if human preferred σ1, [0.5, 0.5] if human thinks segments are equal



Other tricks

Deep reinforcement learning from human preferences. Christiano, Leike, Brown, Martic, Legg, Amodei (2017). 
Neural Information Processing Systems (NeurIPS).

● Use ensemble of reward models

● Assume there is a 10% chance that the human responds uniformly at random

→ Humans have constant probability of mis-click, which doesn’t 
decay to zero as differences in reward become large

Why? Aren’t you already doing something like MaxEnt IRL? 



Deep reinforcement learning from human preferences. Christiano, Leike, Brown, Martic, Legg, Amodei (2017). 
Neural Information Processing Systems (NeurIPS).

Results: Mujoco

● Hard to get 
enough human 
data to learn 
more 
effectively than 
normal reward 

● Synthetic 
preference 
reward > 
normal reward



Deep reinforcement learning from human preferences. Christiano, Leike, Brown, Martic, Legg, Amodei (2017). 
Neural Information Processing Systems (NeurIPS).

Results: Atari

● Human data 
sometimes 
better than 
normal reward

● Preference 
reward 
sometimes 
better than 
normal reward



Deep reinforcement learning from human preferences. Christiano, Leike, Brown, Martic, Legg, Amodei (2017). 
Neural Information Processing Systems (NeurIPS).

Results: most importantly…

Can learn to do skills that have no existing reward function with only a 
small amount of human labels
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Bringing it all together to train LMs

Fine-Tuning Language Models from Human Preferences. Ziegler, Stiennon, Wu, Brown, Radford, Amodei, 
Christiano, Irving (2019). https://arxiv.org/abs/1909.08593.

● Use KL-control technique to fine-tune the LM on rewards
● Use reward model technique to better scale human feedback

● Results: high ROUGE scores for summarization, but a lot of direct copying
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Learning to summarize from human feedback

Learning to summarize from human feedback. Stiennon, Ouyang, Wu, Ziegler, Lowe, Voss, Radford, Amodei, 
Christiano (2020). Neural Information Processing Systems (NeurIPS).

● Use KL-control and reward model 
● What else is needed to get RLHF to work?

○ “[Our] previous work […] reported “a mismatch between the notion of quality we wanted our model to 
learn, and what the humans labelers actually evaluated”, leading to model-generated summaries that 
were high-quality according to the labelers, but fairly low-quality according to the researchers”

○ Pay way more attention to how to collect human feedback:
■ Offline: alternate between collecting large batches of human labels 

and re-training our models on the cumulative collected data
■ High touch approach: screen labelers, onboard them, answer 

questions in a shared chat room, provide regular feedback
● Achieve better researcher-labeler agreement (77%) 



Learning to summarize from human feedback. Stiennon, Ouyang, Wu, Ziegler, Lowe, Voss, Radford, Amodei, 
Christiano (2020). Neural Information Processing Systems (NeurIPS).

RLHF summaries preferred over:
● Human summaries
● Summaries from supervised 

models 10x the size 

Results: Learning to summarize from HF



Learning to summarize from human feedback. Stiennon, Ouyang, Wu, Ziegler, Lowe, Voss, Radford, Amodei, 
Christiano (2020). Neural Information Processing Systems (NeurIPS).

Can’t train on reward model too 
long, or performance decreases

Results: Learning to summarize from HF

Reward models are not that 
accurate



RLHF for summarization: the full picture

Learning to summarize from human feedback. Stiennon, Ouyang, Wu, Ziegler, Lowe, Voss, Radford, Amodei, 
Christiano (2020). Neural Information Processing Systems (NeurIPS).
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InstructGPT (and ChatGPT)
Can you spot the 
differences from the 
previous work?

Also mix supervised and 
PPO updates to keep 
closer to LLM 
distribution of text 

Use human rewritten 
responses for 
supervised fine-tuning 
(SFT)



RLHF for open ended chat

Learning to summarize from human feedback. Stiennon, Ouyang, Wu, Ziegler, Lowe, Voss, Radford, Amodei, 
Christiano (2020). Neural Information Processing Systems (NeurIPS).

● No longer just doing summarization, doing open-ended dialog

● Train to increase alignment:
○ Helpful: follow user instruction well
○ Honest: truthful
○ Harmless: avoid bias, toxicity

→ They opted to have the models be helpful over harmless 
What if these values come in conflict?



Results: InstructGPT

Learning to summarize from human feedback. Stiennon, Ouyang, Wu, Ziegler, Lowe, Voss, Radford, Amodei, 
Christiano (2020). Neural Information Processing Systems (NeurIPS).

1.5B parameter RLHF model 
does better than the 175B 
parameter GPT3 in human 
evaluations

→ Authors conclude investing 
in fine-tuning is more cost 
effective than training 
ever-larger models



Results: InstructGPT

Learning to summarize from human feedback. Stiennon, Ouyang, Wu, Ziegler, Lowe, Voss, Radford, Amodei, 
Christiano (2020). Neural Information Processing Systems (NeurIPS).

RLHF hallucinates less, is less toxic → more aligned



But who are we aligning to?

Learning to summarize from human feedback. Stiennon, Ouyang, Wu, Ziegler, Lowe, Voss, Radford, Amodei, 
Christiano (2020). Neural Information Processing Systems (NeurIPS).

● Labelers are English-speaking people living in the United States or Southeast Asia 
hired via Upwork or Scale AI

● Values / preferences for labeling process decided by OpenAI researchers

● Training data from OpenAI API customers
○ Not necessarily interested in human well-being. 
○ May want to maximize user attention of customers 



But who are we aligning to?

● Distributional pluralism would be successfully 
modeling different, potentially diverging 
preferences

● This paper shows existing RLHF techniques 
may actually reduce distributional pluralism



Latest trends
Fine-tune pre-trained sequence models with 
RL 
(Jaques et al., 2016)

Fine-tune language models on human 
feedback (e.g. sentiment) with offline RL
(Jaques et al., 2019)

Deep RL from human preferences 
(Christiano et al., 2017)

Fine-tuning language models from human preferences
(Zeigler et al., 2019)

InstructGPT
(Ouyang et al., 2022)

Fine-tune language models on 
sentiment with self-play & RL
(Saleh et al., 2019)

Learning to summarize from human feedback
(Stiennon et al., 2020)

What next?



Direct Preference Optimization (Rafailov et al., 2023)

● What if we don’t need to learn a reward model at all?

Rafailov, R., Sharma, A., Mitchell, E., Manning, C. D., Ermon, S., & Finn, C. (2023). Direct preference optimization: 
Your language model is secretly a reward model. Advances in Neural Information Processing Systems, 36.



Distributional Preference Learning (Siththaranjan et al., 2023)

● Vanilla RLHF overrules minority preferences
● What if we could model the distribution of preferences, detect when users diverge? 

Siththaranjan, A., Laidlaw, C., & Hadfield-Menell, D. (2023). Distributional Preference Learning: Understanding and 
Accounting for Hidden Context in RLHF. arXiv preprint arXiv:2312.08358.



Iterated Data Smoothing (Zhu et al., 2024)

● InstructGPT tells us we have to do early stopping with 
RLHF, or we will overfit to the reward model

Zhu, B., Jordan, M. I., & Jiao, J. (2024). Iterative data smoothing: Mitigating reward overfitting and overoptimization 
in rlhf. arXiv preprint arXiv:2401.16335.

● The issue is that if we only see one comparison of y1 and y2, the BTL reward 
loss could blow up (go to infinity) 
○ All comparisons are rarely seen given very high dimensional data

● Iterated Data Smoothing relabels the RLHF data using the learned reward model 
after one episode of training
○ Trust rarely seen data less

● Leads to SOTA open-source RLHF results (Starling-7B)

https://starling.cs.berkeley.edu/


Latest trends
Fine-tune pre-trained sequence models with 
RL 
(Jaques et al., 2016)

Fine-tune language models on human 
feedback (e.g. sentiment) with offline RL
(Jaques et al., 2019)

Deep RL from human preferences 
(Christiano et al., 2017)

Fine-tuning language models from human preferences
(Zeigler et al., 2019)

InstructGPT
(Ouyang et al., 2022)

Fine-tune language models on 
sentiment with self-play & RL
(Saleh et al., 2019)

Learning to summarize from human feedback
(Stiennon et al., 2020)

What next?

<Your cool 
idea here!>



Questions?

Contact: marwa_abdulhai@berkeley.edu


