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Abstract
There are many suggestions for building quantum computers, in fact there are several different proposals for GaAs-semiconductors alone. We shall discuss the properties of quantum dots that make them suitable for quantum computation and investigate and compare two different kinds of GaAs-quantum systems. The first suggestion is to use the spin states of electrons to represent the qubits. As a second suggestion we will discuss exciton computing, which instead uses excited electrons and holes to describe the qubits.  
Background Information on Quantum Dots *
A quantum dot is a semiconductor nanocrystal whose size is small enough to experience quantum effects.  Because a quantum dot is very small, changing the size or composition of the quantum dot by even a small amount can have a profound effect upon the absorptive properties of the quantum dot.  For this paper, we choose to focus primarily on GaAs as a material because 1) it possesses optical qualities not found in silicon and other semiconductors and 2) its high saturated electron velocity and high electron mobility transfer to higher speeds in computing.

All semiconductors contain electrons in discrete energy band levels.  Each discrete energy band level can hold up to two electrons.  Depending on the material, a number of forbidden energy levels exist, where no electrons may reside.  These restricted energy levels form the bandgap of the material.  Electrons residing below the bandgap lie what is known as the valence band.  Electrons above the bandgap exist in what is known as the conductance band, and can move freely about.

The normal state of an electron is to fall into the valence band.  In order for an electron to jump into the conductance band, it must absorb energy from a source, whether that source be a photon or thermal energy. Once it jumps to the conductance band, it leaves behind a positively charged space in the energy band level it once inhabited.  This space is called a hole.  The combination of the electron and the hole is known as an exciton.  For any given material, there is an average distance between most electrons and holes, and that distance is called the Excited Bohr Radius.

Quantum dots experience quantum effects because their size is smaller than the Excited Bohr radius.  Because adding even a couple of atoms to the quantum dot causes (proportionally) a large change in its energy band levels, the properties of the quantum dot can be tuned easily by merely controlling its size and shape.   As the size of the dots increase, the resonant wavelength of light changes drastically.  [14]

Manufacturing Methods 
Molecular beam epitaxy (MBE) is one of the primary methods of constructing quantum dots.  It involves the deposition of the elements that compose the semiconductor onto a crystalline substrate in thin epitaxial layers.  The process begins by evaporating the constituent elements and storing them in effusion cells.  These cells must be maintained under absolutely pristine conditions in order to maintain the purity levels necessary to create a ‘molecular beam’. 

Once the tubes are prepared, they are connected to an ultra-high vacuum environment in which a heated substrate resides.  The entrances to the tubes are optically controlled by computerized shutters so that tiny layers of each element can be lowered onto the substrate at a time.  Each shutter phase lasts for about a fraction of a second, which allows scientists to control the growth of the quantum dot to the order of a few angstroms’ worth of material a second.  
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Depending on the temperature at which the growth process performs at, different structures may arise at the surface level of the quantum dots.  However, under normal conditions, GaAs quantum dots often reconstruct themselves in what is called a 2x4 structure.  By using Reflection High-Energy Electron Diffraction (RHEED), one can monitor the growth of the crystal.  If we point the images in different directions, we get different patterns: the 2x is the pattern along the [011] crystal direction, and the 4x pattern is the pattern along the [[image: image2.bmp]] crystal direction.
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These images are used to monitor the surface layer of the quantum dot. If the surface becomes too rough, more electrons scatter back when the RHEED beam is fired at the quantum dot.  As the surface becomes smoother, less electrons bounce back at the RHEED.   These are the images that the RHEED technique records.
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There are many different factors that one must consider when growing a quantum dot.  The first is the material of the substrate to grow the quantum dot upon.  If the substrate decomposes in anyway during the heating of the growth process, then it will cause impurities to form in the quantum dot.  However, if the temperature is too low, the elements will not form the crystal necessary for a useful quantum dot.  GaAs tends to be grown at a temperature of 650 degrees Celsius, so a substrate must be carefully chosen before growing the quantum dot.

In general, MBE is a process that is well known and easily scalable; however, the time it takes to produce a single crystal is a considerable amount.  Its usefulness in building III-V semiconductor crystals like GaAs is unparalleled.  These methods make quantum dots a viable option for quantum computing in general.  [13]
The DiVencenzo Quantum Computing Criteria for a Physical System

D. DiVencenzo states 5 criteria that a physical system must satisfy in order for it to be considered a feasible platform for quantum computation.  The system must be scalable with well characterized quantum bits.  There must exist a mechanism for initializing the qubits to a simple fiducial state.  The decoherence time for the individual bits in the system must be relatively long in comparison with the time it takes to perform unitary operations on the qubits.  There must exist a complete set of physically realizable logic operations for the qubit system.  Lastly, there must exist a qubit specific measurement ability.  [12]
Spin Quantum Computing **
Making a quantum computer in GaAs by using the spin states has many advantages. The strongest argument for using intrinsic spin in computations is that it has a long decoherence time. The spin state lasts approximately 1 ms. To make reliable error correction one needs to be able to switch 104 times before the state collapses to the environment [1]. This requirement is can be met for new generations of GaAs-spin dots [2].

Other advantages for the spin-computing are those that it inherits from semiconductors in general. These include scalability and manufacturing [1].

The problem is instead to control the actual electron, to make it stay inside the quantum dot and to avoid having other electrons entering the dot and altering the wave functions, energy spectra and spin space. This kind of regulation is hard but has been mastered in experiments [1][3]. It is also hard to make accurate read outs of the spin states but there are some interesting proposed solutions both with conventional spectroscopy (covered in section about excitons) and spin-magnetization [2].

Artificial Atom
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Quantum dots are also called artificial atoms because the electrons in quantum dots share many basic properties of electrons orbiting single nuclei. This is actually quite astonishing because the electron in the artificial atom is interacting with the semiconductor lattice rather than a single nucleus. To create an artificial atom a small transistor is constructed by a sandwich of GaAs, InGaAs and GaAs. There are two basic types; horizontal and vertical [2]. The midsection is about 12 nm thick and the Indium concentration is 5% [3]. A two dimensional electron gas is formed because Indium is an acceptor with three valence electrons. It takes the conduction band and pulls it under the fermi level so electrons can stay in there without being excited [4]. By applying an electro-magnetic field the electrons can be confined also in the two other dimensions. This new potential is  like a two dimensional harmonic oscillator. The electrons inside have no spatial degrees of freedom and the energy levels are quantized [3]. Our artificial atom is complete.
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The analogy with real atoms follows from the way electrons can be added to the dot by raising the voltage bias ( ~ potential energy of surrounding electrons). Adding electrons perturbs the potential so it no longer has the equidistant energy levels of an harmonic oscillator. Instead we find certain “magic number” that require extra high additional energy to add another electron. The magic numbers we find are 2, 6, 12.. . They differ from 2, 8.. of the periodic table but the general idea is the same [3]. There are however some important differences between artificial atoms and real atoms, these have to do with scales. The electron in an artificial atom has energy scales of about 1 meV. This is about a 1000 times as small as the energy levels in hydrogen and it makes the electron in the artificial atom more sensitive to external magnetic fields. This is a good property because we want to be able to manipulate the electron with weak fields [1]. Also the size is significantly different. The artificial atom is about a 1000 times as large as a regular atom. This makes it easier to connect to a circuit and to keep track of [2]. 

Tuning the quantum dot

We wish to tune the quantum dot so that it only has one electron in the conduction band. The Pauli principle states that only one fermion can occupy a state, but when spin is taken into account we get two electrons per energy level. However adding the extra electron does require a little extra energy so the requirement can be satisfied if we keep the temperature low. The energy difference is due to the Coulomb repulsion between the two electrons [3]. The ground state electron is s-type, this means that its wavefunction is centered at the middle of the dot and dies off exponentially [2]. It is crucial that the electron wave does extend outside the dot, otherwise it will not be possible to create entanglements. We also need to be able to initialize a zero state before we can start any calculating. This is done by applying a uniform magnetic field. If we have many qubits the initialization is just as easy. We get a |0...0> state and our qubits are ready to use [1].

Single Qubit manipulation

According to Xuedong Hue, making a single qubit gate in solid state systems is a great challenge [2]. It is however quite elegant to do it in theory with an electron spin and a local magnetic field. The spin vector can be rotated and aimed by controlling the time evolution of the magnetic field: 

HZE = - µ ∙ B 
→
 UZE(t) = exp(-i HZE t / ħ )

The main problem is to figure out how to create (and control) these small local magnetic field. There are several suggestions: AF- and MF-microscope, grid of current and magnetic dots [1]. The microscopes are good for experiments only because doesn't have what it takes when it comes to future scalability (they only act on one dot at the time). 
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Two qubit manipulation

[image: image12.wmf]It is necessary to be able to use entanglement between two qubits in order to create a CNOT-gate and have complete set of logic gates. Without this gate the quantum computer is just a large number of individual qubits who don't talk to each other. Entanglement is challenging because spin-spin interaction is weak [2]. This means that the dots we build have to be small and close together:

HSS = J(t) S1∙ S2, 
J = Etriplet - Esinglet 
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The exchange coupling (J) becomes a function of time if we vary the applied fields or the interdot distance in time. We call the operator a Heisenberg Hamiltonian (time dependent operator). The coupling is solved by variational approximations by Heitler-London and Hund-Mulliken [1] and is zero if the overlap of the spatial wavefunctions are zero ( <( 1|(2 > = 0 ).

The operator leads to a splitting in the two dots lowest conduction energy level. This energy difference can be utilized to create a SWAP-gate if we can control the coupling. We define the exchange coupling J(t,B,E,a) as the energy difference between the lowest (singlet) and the raised (triplet) states. The splitting comes about because of the electrons are fermions and their combined wavefunction needs to be anti-symmertic. The singlet state is more energy efficient because it doesn't occupy the same space as the three triplet states. Again we point out the analogy with real atoms, like helium where the same kind behavior is seen. This clean theory for exchange coupling between neighboring qubits works well despite the lack of inversion symmetry in GaAs due to spin 3/2 of lattice nuclei [2]. We study the variational solutions as functions of the magnetic field (B) and see that we can take the coupling from being zero to being non-zero. We therefore assume that the exchange coupling can be pulsed ( {0, J0 }(t) ) and we get a SWAP-gate if we let the coupling last “half a phase” (called π-pulse) [1]:

USWAP = exp(i HSS(J(t)) t / ħ ), 

0∫T J(t) / ħ  dt = J0 T /  ħ = ( mod 2(    

This SWAP operation makes the spin states change dot. Ultimately it allows us to move states around and let spatially separated states interact. If we need to move states around like this, then it will be troublesome to achieve parallel computing [2]. 

With the SWAP operation in place it is possible to construct a CNOT. First we apply a square root of a SWAP. This means we leave the exchange coupling on for half a π-pulse. Then we flip the phase of dot one, which is followed by yet another shortened SWAP. Finally magnetic fields rotate the spins independently (φ = ±π on the Bloch sphere) and the CNOT gate is performed:

UCNOT = exp(i Sz1 ( / 2 ħ  ) exp(-i Sz2 ( / 2 ħ ) USWAP½ exp(i Sz1 ( / ħ ) USWAP½ 

It was not possible to create this kind of entanglement with the first generation of dots, because they were too large and the electron waves could not interact. But this problem as been solved with a new design that uses the same gate for many sources and drains. With this entanglement has been shown and the Zeeman splitting large enough to make the spin-flip time long [2]. 

Read out and memory

Making read outs from single spin states is hard but there are some different proposals. Either the spin state is copied to a magnetic dot and then analyzed in a macroscopic fashion. Or the spin-state is used to create a resistor that only allows electrons with a certain spin orientation to pass through. We assume that out dot is connected to two leads (this is the case for the dots we discuss). If an incident electron the same spin as the dot-electron then it will be force to chose a higher energy level in the dot (Pauli Principle) [3]. Chances for tunneling are small through this classically forbidden region, therefore we get no current. If the incident electron instead has the opposite spin, it can join the ground state of the dot and pass though to the other side. Current flows. The first electron that passes though performs a measurement and the following electrons will all have the same spin state (quantum variations are of course allowed).   [image: image5.png]i
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Quantum Computing with Excitons in GaAs Quantum Dots ***
A Scalable System
When III-V semiconductors are pumped with photons of the necessary energy, an electron can be excited from the valence band into the conduction band, leaving a hole in the valence band.  This electron and hole interact through the Coulomb force, and this electron-hole pair can be treated as a single quasiparticle called an exciton.  The wavefunction of the bound state exciton is “hydrogenlike” though the extent is much greater than that of hydrogen wavefunctions due to screening effects of the lattice, as well as the effective masses of the electron and hole.[7]  Similarly, the binding energy is much smaller for excitons than are electron binding energies in atoms.  When the electron-hole pair recombines and is annihilated, the semiconductor radiates a photon with energy equal to the energy difference.  Typically, this radiative decay takes place after 50 picoseconds to 1 nanosecond [7], though this decay time can be extended by physically separating the electron and hole by applying a bias voltage.  Excitons in quantum dots can be used as qubits, with the computational basis being defined as |0> if there is no exciton present in the quantum dot, and the state |1> defined as there being an exciton present. [8] 

Initialization
A system composed of exciton qubits would be relatively simple to initialize since the excitons have such a short decay time.  In experimental systems, initialization is guaranteed by cooling the system to liquid helium temperatures ~4K [9], which prevents random thermal excitation of the crystal, and then allowing the system to decay into the |000…00> state.  Other states can be initialized by performing the necessary unitary gates to this initial state.  [8]
Long Decoherence Times
Radiative decay also happens to be the major source of decoherence of the system, since it occurs so quickly.  Background electromagnetic fluctuations can also be a source of decoherence but this is less of an obstacle than in other proposed systems since the exciton and semiconductor crystal are on average electrically neutral.[10]  Hence gate times primarily have to beat the exciton decay time i.e. ~50 picoseconds.  Proposed gating schemes rely on ultrafast (femtosecond) optoelectronics and tuning of the energy band gap of the quantum dot to realize gate operations on the order of a picosecond or faster. [8] 

A Universal Set of Quantum Gates
A universal set of quantum gates is also required.  Kamadah and Gotoh [8] have proposed the following set of gates for quantum dot exciton systems: laser induced Rabi oscillations for performing single qubit gates and the use of dipole coupling to exchange information between qubits.  
Rabi oscillations are a phenomenon in which a time dependent perturbation to a two-level system’s Hamiltonian causes a periodic flopping between the two states.  In the case of excitons in quantum dots, ultrafast laser pulses can excite electrons into the conducting band creating excitons, or can stimulate emission causing electrons in the conducting band to fall back into the valence band.  
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The light-atom interaction is given by the product of the dipole moment of the transition and the amplitude of the incident electric field:

μ•E(t)= ħR(t)

where R(t) is defined to be the Rabi frequency.  The pulse area of the laser is defined as the time integration of the Rabi frequency:

Θ(t)=∫R(t)dt

and the state at time t of the quantum dot system is given by:

Cos(Θ/2)|0>+Sin(Θ/2)|1>

Hence the quantum state of a single qubit can be manipulated by either varying the intensity or the length of the laser pulse.  A π -pulse results in a population inversion while a π /2-pulse corresponds to a Hadamard transformation.  This is the precursor of an arbitrary quantum state.  
Laser-driven Rabi oscillations have been observed in experiments by many research groups.  In one experiment performed by Stufler et al.[9], many InGaAs quantum dots were grown between two electrodes through molecular beam epitaxy.  The wafer was then exposed to ultrafast laser pulses of varying pulse areas.  A bias voltage was then applied between the two electrodes causing the wave functions of each exciton to collapse into either the |0> or |1> states: |0> resulting in no current flow and |1> resulting in current flow.  Hence, the total current flow would be proportional to the number of excitons that collapsed into the |1> state, hence theoretically the current would be proportional to Sin2(Θ), which was what was found to be the case.  The damping of the sinusoidal flopping in the figure is due to decoherence effects.  
A CNOT gate can be realized by using a π-pulse with dipole interactions between nearest neighbor qubits.  In a linear register, the existence of an exciton in one quantum dot affects the energy structure of neighboring qubits.  This is because an electron-hole pair constitutes an electric dipole and thus produces an electric field.  The effect of occupancy in neighboring quantum dots on a target dot’s energy structure is given by: 

E’t = Et + ∑j≠t ∆Etj nj

where Et is the initial energy difference between occupied and unoccupied for the target qubit, ∆Etj represents the energy difference caused by occupation of a neighboring dot (generally taken to be 0 for all dots that are not directly adjacent in the linear array) and nj is the occupation number of the jth quantum dot.  If a π -pulse is then directed to the target qubit with energy E’t then the state will change if and only if a neighboring dot is occupied.  If the state is unoccupied than the incident beam will not have the correct energy to induce a transition.  Hence this operation corresponds to a controlled NOT operation.  [8]
Since the CNOT gate is dependent on dipole-dipole interaction, the qubits that are interacting with one another must be physically close since dipole fields fall off as 1/R3.  In order to overcome this, it has been proposed to compose CNOT gates into swap gates which would allow movement of quantum states to any desired part of a register.  [8] Optical interconnects have also been proposed but little work has thus far been done in this area.[10]  
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While the CNOT gate has not been realized in experiment an analogous controlled rotation (CROT) has.  In an experiment performed by X. Li et al.[11], linearly polarized light was used to excite QDs into single exciton excited states: |1c, 0t> and |0c,1t>.  The biexction state, or double occupancy of the quantum dot, was defined as |1c,1t>.  Hence each quantum dot constituted a two qubit system.  The gate was then realized by manipulating these biexciton dynamics in addition to using the Rabi oscillations previously discussed.  When the quantum dots were exposed to an operational π -pulse, qubits in state |0c0t> were unaffected since the pulse was off resonance.  QDs in state |0c1t> were also unaffected since the applied pulse had the wrong polarization.  Quantum dots in the state |1c0t> were rotated to the state  -|1c1t>, and those in the state |1c1t> were stimulated down to -|1c0t>.  This gate can be used in place of the CNOT gate in the universality requirement.  It is important to note, however, that this technique is not scalable to an arbitrary number of qubits since the gate is dependent on the two qubits being physically instantiated in the same quantum dot.  
Readout
Readout, finally, is accomplished optically.  Since the excitons decay radiatively, they can be stimulated with a beam probe, and any resulting emission can be read out as the quantum state.  The beam probe itself need not focus onto individual quantum dots since the inherent statistical distribution of size and shape of the quantum dots leads to an inherent distribution of the resonant frequencies of each quantum dot.  Hence a large probe beam can be swept over a patch, and the frequency of the beam can then be tuned to address individual quantum dots.  [8]
Comparison of the Two Schemes
We can now make a comparison between the two previously discussed quantum computing proposals based on the DiVincenzo quantum computing criteria.  

Scalability

Both proposals use preexisting semiconductor technology albeit GaAs technology rather than silicon.  GaAs techniques are not as refined as silicon so at least in the short term any sort of GaAs structures will be more expensive to build in large quantity.  In theory, there are no physical reasons why either approach would not be scalable if the necessary networking devices could be made.  
Initialization

Both systems have a scheme for initialization.  Neither scheme presents any theoretical challenges.  
Decoherence Times

Both systems are estimated to be fast enough to implement a series of gates and quantum error correction.  In the case of excitons, experimental evidence that gate-time relative to decoherence time can be improved still needs to be shown.  This is a matter of refining the necessary optoelectronics.  In the case of spin based quantum computing, the decoherence time has been measured to be sufficient.  

Gates
Both systems have a proposed set of universal gates.  For the spin scheme a CNOT can be constructed from SWAPS and single qubit manipulations, and for excitons Rabi Oscillations have been repeatedly observed, the CROT has been demonstrated.  Also a scheme for a CNOT has been proposed for excitons.  

Readout
Measurement in both cases is tricky.  For spin systems, L. Kuowenhoven, L. Vandersypen, et al. have recently demonstrated the readout of a single spin state in a quantum dot.  [6]  For exciton systems, a single shot simultaneous measurement of many qubit states has yet to be proposed.  
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