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ls hw* | grep -v html | cut -f 1 -d '.' | cut -c 3- | sort -n
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• Referential transparency: a call expression can be replaced by its value 
(or vis versa) without changing the program

In MapReduce, these functional programming ideas allow:
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