1 Weight Times

A Quick Union data structure is used to handle set union and membership operations. The supported methods are:

1. `connect(a, b)` - connects the set of `a` to the set of `b`
2. `isConnected(a, b)` - returns true if `a` and `b` are in the same set

Example:

```java
connect(a, b)
nnect(b, c)
connect(a, d)
isConnected(c, d)
isConnected(d, b)
```

Internally, a Quick Union’s sets are represented using trees. Sets can be connected by adding one set’s tree to the root of another set’s tree. Note that Weighted Quick Union data structures are similar to Quick Union data structures, except that a Weighted Quick Union will always add the shorter tree to the root of the taller tree during connect operations. You may break ties by setting the smaller number as the root and assume that the corresponding array holds either the parent of each node or the weight of the node the set is in if the node is the root.

(a) Draw the Weighted Quick Union object that results after the following four method calls:

```java
connect(1, 3)
connect(0, 4)
connect(0, 1)
connect(0, 2)
```
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(b) What is the resulting array of the Weighted Quick Union after the calls in (a) are executed?

`[-5, 0, 0, 1, 0]`. 

2 Introduction to MSTs

Here is a video walkthrough of all parts of this problem.

(a) For the graph above, list the edges in the order they’re added to the MST by Kruskal’s and Prim’s algorithm. Assume Prim’s algorithm starts at vertex A. Assume ties are broken in alphabetical order. Denote each edge as a pair of vertices (e.g. AB is the edge from A to B)

Prim’s algorithm order:
Kruskal’s algorithm order:

Prim’s algorithm order: AB, BC, BE, EF, BG, CD
Kruskal’s algorithm order: EF, BC, BE, BG, AB, CD

(b) Is there any vertex for which the shortest paths tree from that vertex is the same as your Prim MST? If there are multiple viable vertices, list all.

Vertex B, A, or G

(c) True/False: Adding 1 to the smallest edge of a graph G with unique edge weights must change the total weight of its MST

True, either this smallest edge (now with weight +1) is included, or this smallest edge is not included and some larger edge takes its place since there was no other edge of equal weight. Either way, the total weight increases.

(d) True/False: The shortest path from vertex A to vertex B in a graph G is the same as the shortest path from A to B using only edges in T, where T is the MST of G.

False, consider vertices C and E in the graph above

(e) True/False: Given any cut, the maximum-weight crossing edge is in the maximum spanning tree.
True, we can use the cut-property proof as seen in class, but replace "smallest" with "largest".
3 Dijkstra’s Algorithm

(a) Given the following graph, run Dijkstra’s algorithm starting at node \( A \). For each iteration, write down the entire state of the algorithm. This includes the value \( \text{dist}(v) \) for all vertices \( v \) as well as what node was popped off of the fringe for that iteration.

\[
\begin{array}{c|cccccc}
  v & \text{Init} & \text{Pop A} & \text{Pop D} & \text{Pop B} & \text{Pop C} & \text{Pop E} \\
\hline
  A & 0 & 0 & 0 & 0 & 0 & 0 \\
  B & \infty & 4 & 4 & 4 & 4 & 4 \\
  C & \infty & \infty & 6 & 6 & 6 & 6 \\
  D & \infty & 2 & 2 & 2 & 2 & 2 \\
  E & \infty & \infty & 9 & 8 & 7 & 7 \\
\end{array}
\]

\[
\text{dist}(v)
\]

Note: If you want to keep track of the vertices traversed along the shortest paths from \( A \) to every other node in the graph, you will need to maintain an edgeTo array.

To run Dijkstra’s algorithm, start with \( \text{dist}(v) \) for all vertices \( v \) set to \( \infty \) and a fringe that includes all the vertices. The fringe is a minimum priority queue that orders the vertices by \( \text{dist}(v) \) values.

At each iteration, pop off a node from the fringe (this will be the vertex in the fringe with the lowest \( \text{dist}(v) \)). For each outgoing edge \( e \) from this popped vertex, check to see whether the sum of \( \text{dist}(\text{popped}) \) and the edge \( e \)’s value is less than the current \( \text{dist} \) value of the vertex the edge connects to. If so, set the \( \text{dist} \) value of that vertex to this lower value. Note that vertices that have already been popped from the fringe will never have their \( \text{dist} \) values changed. This is because when we pop off a vertex, the distance to that vertex can only increase by considering other vertices and their edges (since the popped vertex currently has the minimum \( \text{dist} \) value).

Continue until all nodes have been popped from the fringe.

Note: For reference, here is the final edgeTo array that we get after running Dijkstra’s algorithm to completion. \( \text{edgeTo}(A) \) is “.” because it was used as the starting vertex. \( \text{edgeTo}(C) \) is D because it is the first edgeTo vertex that
was encountered along the shortest path to C. We would get D for `edgeTo(C)` if we update the `edgeTo` and `dist` arrays when a candidate path is strictly shorter than the existing path. We would get B for `edgeTo(C)` if we update the `edgeTo` and `dist` arrays when a candidate path is shorter than or the same distance as the existing path.

<table>
<thead>
<tr>
<th>v</th>
<th><code>edgeTo(v)</code></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-</td>
</tr>
<tr>
<td>B</td>
<td>A</td>
</tr>
<tr>
<td>C</td>
<td>D (or B)</td>
</tr>
<tr>
<td>D</td>
<td>A</td>
</tr>
<tr>
<td>E</td>
<td>C</td>
</tr>
</tbody>
</table>

(b) What must be true about our graph in order to guarantee Dijkstra’s will return the shortest path’s tree to every vertex? Draw an example of a graph that demonstrates why Dijkstra’s might fail if we do not satisfy this condition.

In order to guarantee Dijkstra’s will return the shortest path to every vertex, we must have a graph that has no negative edge weights. Take the following graph as an example of why negative edge weights might cause an error:

For this graph, if we ran Dijkstra’s starting from A, then we would get the incorrect shortest path to E since we would choose the bottom path through C instead of the top path through B.

We choose the bottom path because we reach and pop off vertices C, D, and E before popping off vertex B and considering its edge to D. This is because in Dijkstra’s, when we pop off a vertex, we do so with the assumption that the distance to that vertex can only increase by considering other vertices and their edges (since the popped vertex currently has the min dist value). With negative edges, this assumption is no longer true.

Note that having negative edge weights does not guarantee Dijkstra’s will fail, but if we have all non-negative edge weights then we are guaranteed to get the shortest path. When working with distances from the real world, we don’t have to worry about negative edge weights because all distances in reality are strictly non-negative.
4 A* Search

For the graph below, let $g(u, v)$ be the weight of the edge between any nodes $u$ and $v$. Let $h(u, v)$ be the value returned by the heuristic for any nodes $u$ and $v$. Remember the heuristic serves to estimate the distance between two nodes $u$ and $v$.
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Edge weights: Heuristics:

$g(A, B) = 1$ \hspace{1cm} $h(A, G) = 8$

$g(B, C) = 3$ \hspace{1cm} $h(B, G) = 6$

$g(C, F) = 2$ \hspace{1cm} $h(C, G) = 5$

$g(C, G) = 4$ \hspace{1cm} $h(F, G) = 1$

$g(F, G) = 1$ \hspace{1cm} $h(D, G) = 6$

$g(A, D) = 2$ \hspace{1cm} $h(E, G) = 3$

$g(D, E) = 3$

$g(E, G) = 3$

(a) Given the weights and heuristic values for the graph above, what would A* search return as the shortest path from $A$ to $G$?

A* would return the path $A$-D-E-G.

A* is different from Dijkstra’s because it finds the shortest distance from a start node to a specific goal node $g$ (rather than to all nodes). Instead of choosing the node with the smallest $\text{dist}(v)$ value to pop off the fringe, in A* we choose the node with the smallest $\text{dist}(v) + h(v, g)$ sum. Remember, $\text{dist}(v)$ represents the distance from the start node to node $v$. The search is finished when we pop the goal node off of the fringe.

In the chart below, we keep track of $\text{dist}$ values at each iteration. Note that we stop as soon as we pop $G$. 
In order to now derive the path from this table, we start with G and find the node that we traversed right before G. This will be the node that was popped when G obtained its final dist value (the value it has when it’s popped). We notice this node is E. We then find the node we traversed right before E and so on. This gets us A-D-E-G.

(b) Is the heuristic admissible? Why or why not? A heuristic is admissible if it never overestimates the distance it is estimating.

The heuristic is not admissible because $h(C, G) = 5$, but the shortest path from C to G has length 3.

This is why A* returns A-D-E-G (total path distance of 8) when A-B-C-F-G (total path distance of 7) is actually the shortest path. Without an admissible heuristic, A* cannot guarantee that it will return the shortest path.