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Problem 1. Hypothesis Testing for Gaussian Distribution
Assume that X has prior probabilities Pr(X = 0) = Pr(X = 1) = 1/2. Further

• If X = 0, then Y ∼ N (µ0, σ
2
0).

• If X = 1, then Y ∼ N (µ1, σ
2
1).

Assume µ0 < µ1 and σ0 < σ1.
Using the Bayesian formulation of hypothesis testing, find the optimal decision rule
r : R→ {0, 1} with respect to the minimum expected cost criterion

min
r:R→{0,1}

E[I{r(Y ) 6= X}].

Problem 2. Hypothesis Testing for Uniform Distribution
Assume that

• If X = 0, then Y ∼ Uniform[−1, 1].

• If X = 1, then Y ∼ Uniform[0, 2].

Using the Neyman-Pearson formulation of hypothesis testing, find the optimal ran-
domized decision rule r : [−1, 2]→ {0, 1} with respect to the criterion

min
randomized r:[−1,2]→{0,1}

Pr
(
r(Y ) = 0

∣∣ X = 1
)

s.t. Pr
(
r(Y ) = 1

∣∣ X = 0
)
≤ β,

where β ∈ [0, 1/2] is a given upper bound on the false positive probability.

Problem 3. Gaussian LLSE
The random variables X, Y , Z are i.i.d. N (0, 1).

(a) Find L[X2 + Y 2 | X + Y ].

(b) Find L[X + 2Y | X + 3Y + 4Z].

(c) Find L[(X + Y )2 | X − Y ].
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