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Problem 1. Exponential Bounds Let X ∼ Exp(λ). For x > λ−1, calculate bounds
on Pr(X ≥ x) using Markov’s Inequality and the Chebyshev’s Inequality.

Problem 2. First Time to Decrease
Let X1, X2, . . . , Xn, . . . be a sequence of independent and identically distributed
(i.i.d.) continuous random variables with common PDF f .

1. Argue that Pr(Xi = Xj) = 0 for i 6= j.

2. Calculate Pr(X1 ≤ X2 ≤ · · · ≤ Xn−1).

3. Let N be a random variable which is equal to the first time that the sequence
of the random variables will decrease, i.e.

N = min{n ∈ Z≥2 | Xn−1 > Xn}.

Calculate E[N ].

Problem 3. Second Moment Method
Consider a non-negative RV Y , with E(Y 2) <∞. Show that

P(Y > 0) ≥ E(Y )2

E(Y 2)
.

Hint: Use Cauchy-Schwarz on Y 1{Y >0}.

Problem 4. [Bonus] Gaussian Tail Bounds

Let φ(y) = e−
y2

2√
2π

be the PDF of a standard normal random variable Y ∼ N (0, 1).

1. Show that for y 6= 0 we have that

φ(y) = −1

y
· φ′(y).

2. Use (a) to show that

Pr(Y ≥ t) ≤ 1

t
· e
− t2

2

√
2π
, for all t > 0.

3. Use part (a) to show that(1

t
− 1

t3

)e− t2

2

√
2π
≤ Pr(Y ≥ t), for all t > 0.
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