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Problem 1. Geometric MMSE
Let N be a geometric random variable with parameter 1 − p, and (Xi)i∈N be i.i.d.
exponential random variables with parameter λ. Let T = X1 + · · ·+XN . Compute
the LLSE and MMSE of N given T .

Problem 2. Property of MMSE
Let X,Y1, . . . , Yn be square integrable random variables. Argue that

E
[
(X − E[X | Y1, . . . , Yn])2

]
≤ E

[(
X −

n∑
i=1

E[X | Yi]
)2]

.

Problem 3. Gaussian Random Vector MMSE
Let [

X
Y

]
∼ N

([
1
0

]
,

[
2 1
1 2

])
be a Gaussian random vector.
Let

W =


1, if Y > 0

0, if Y = 0

−1, if Y < 0

be the sign of Y . Find E[WX | Y ].

Problem 4. Gaussian Estimation
Let Y = X + Z and U = X − Z, where X and Z are i.i.d. N (0, 1).

(a) Find the joint distribution of U and Y .

(b) Find the MMSE of X given the observation Y , call this X̂(Y ).

(c) Let the estimation error E = X − X̂(Y ). Find the conditional distribution of
E given Y .
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Problem 5. Stochastic Linear System MMSE
Let (Vn, n ∈ N) be i.i.d. N (0, σ2) and independent of X0 = N (0, u2). Let |a| < 1.
Define

Xn+1 = aXn + Vn, n ∈ N.

1. What is the distribution of Xn, where n is a positive integer?

2. Find E[Xn+m | Xn] for m,n ∈ N, m ≥ 1.

3. Find u so that the distribution of Xn is the same for all n ∈ N.

Problem 6. Noisy Guessing
Let X, Y , and Z be i.i.d. with the standard Gaussian distribution. Find E[X |
X + Y,X + Z, Y − Z].
Hint : Argue that the observation Y − Z is redundant.

Problem 7. Bonus: Projections in Hilbert Space
The following exercises are from the note on the Hilbert space of random variables.
See the notes for some hints.

1. Let H := {X : X is a real-valued random variable with E[X2] < ∞}. Prove
that 〈X,Y 〉 := E[XY ] makes H into a real inner product space.

2. Let U be a subspace of a real inner product space V and let P be the projection
map onto U . Prove that P is a linear transformation.

3. Suppose that U is finite-dimensional, n := dimU , with basis {vi}ni=1. Suppose
that the basis is orthonormal. Show that Py =

∑n
i=1〈y, vi〉vi. (Note: If we

take U = Rn with the standard inner product, then P can be represented as
a matrix in the form P =

∑n
i=1 viv

T
i .)
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