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Rules.

• Unless otherwise stated, all your answers need to be justified and your work must
be shown. Answers without sufficient justification will get no credit.

• You have 160 minutes to complete the exam and 10 minutes exclusively for submitting your
exam to Gradescope. (DSP students with X% time accomodation should spend 160 · X%
time on the exam and 10 minutes to submit).

• Collaboration with others is strictly prohibited.

• You should not discuss the exam with anyone (this includes your roommate, your parents,
social media, reddit, etc.) until 24 hours after the exam concludes (May 11, 2:30pm).

• You may reference your notes, the textbook, and any material that can be found through
the course website. You may use Google to search for general knowledge or use calculators.
However, searching for a question is not allowed.

• For any clarifications you have, please create a private Piazza post. We will have a Google
Doc that shows our official clarifications.

Problem points earned out of

Honor Code 5
Problem 1 10
Problem 2 10
Problem 3 10
Problem 4 13
Problem 5 14
Problem 6 12
Problem 7 11
Problem 8 15
Total 100
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Honor Code [5 points]

Please copy the following word for word, and sign afterwards.

By my honor, I confirm that

1. this work is my own original work;

2. I have not and will not discuss this exam with anyone during the exam and for 24 hours after
the exam;

3. I have not and will not Google/search for any of these exam problems.
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1 Going in Circles [4 + 6]

Consider the continuous time Markov Chain illustrated below, where r and s denote transition
rates.
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a) Assume that you start in state A. What is the probability that you visit each state exactly once
and then return to A?

b) Let s = 1 and r = 2. Starting at state X0 = A, compute the expected time T it takes for the
chain to enter state C.
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2 Ants [5 + 5]

The problems below are unrelated, except that they both involve ants on a cube. By this, we mean
the 3-d cube with vertices {000, 001, 010, . . . , 111}, where vertices are connected by an edge if their
labels differ in exactly one position.

a) Assume an ant starts at vertex 000, and takes a random walk on the cube. That is, the next
vertex is chosen randomly from all neighbors of the current vertex. If the ant collects Gi ∼
Binomial(n, p) grains of sugar on the i-th edge it traverses, what is the expected total number
of sugar grains collected by the time it returns to vertex 000? Assume the Gi’s are independent
of the number of edges traversed.

b) Assume the ant again takes a random walk on the cube, starting at 000. However, this time,
assume it takes the ant Ti ∼ Exp(1/2) to traverse the i-th edge, and it starts traversing the next
edge as soon as it completes the previous. At a given time t ≥ 0, what is the distribution of the
total number of traversals completed (exclude the one in progress)?
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3 Minimum Mean-Square Estimation [5 + 5]

Let Xn represent the position of a parked car along a long road at time instant n ≥ 1, and let
Yn represent the GPS reading of the the car’s position. We assume X0 ∼ N(0, 1) and updates
according to the following equations:

Xn = Xn−1 + Vn

Yn = Xn +Wn, n ≥ 1,

where Vn ∼ N(0, 1),Wn ∼ N(0, 1) are independent sources of noise.

a) Suppose we somehow observe V3 and only V3. Compute the minimum mean-square error estimate
(MMSE) of X4 given V3.

b) Now, suppose we observe Y3 and only Y3. Compute the MMSE of X4 given Y3.
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4 Study Habits [2 + 4 + 7]

Kevin’s system for working on his weekly 126 homework can be modeled as follows. Let Xi be the
indicator that Kevin is working on his 126 homework on night i ∈ {1, 2, . . . , 7}, where homework is
due at midnight on night i = 7. The three nights before the weekly homework deadline, the joint
distribution is

(X5, X6, X7) =


(0, 0, 0) w.p. 1/4

(1, 1, 0) w.p. 1/4

(0, 1, 1) w.p. 1/4

(1, 0, 1) w.p. 1/4,

Otherwise (on the other 4 nights), he works on the homework independently with probability 1/3.

a) Are the Xi’s independent?

b) The semester lasts for 15 weeks, and Kevin implements the same system each week. What is
the expected number of nights that Kevin spends working on homework?
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c) Michael hits up Kevin to hang out 2 nights in a row, but is dismayed to find his friend working
on the 126 problem set both nights. What is the probability that both nights Michael contacts
Kevin are within 3 days of the homework deadline? (i.e., Michael first contacts Kevin on either
night 5 or night 6.)

[Assume Michael first contacts Kevin on a night uniformly selected from {1, 2, . . . , 7}. Moreover,
assume that there is a homework every week, so if Michael first hits up Kevin on night i = 7,
he observes (X7, X1).]
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5 Gaussian Distances [5 + 5 + 4]

a) Let Z ∼ N (0, 1) be a standard normal random variable. For λ > 0, show that

P (Z > λ) ≤ e−λ
2/2.

Hint: The m.g.f. of a standard normal is given by MZ(t) = et
2/2.

b) Let X = (X1, X2, . . . , Xn) ∼ N(0, In), where In denotes the n × n identity matrix. Without
appealing to expressions for probability densities, show that the distribution of X is rotation
invariant. More specifically, show that if U is an orthogonal matrix (i.e., UUT = UTU = In)
then UX has the same distribution as X.
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c) Let X be as above. Suppose V ⊂ Rn is subspace of dimension n − 1. We let d(x,V) :=
miny∈V |x − y| denote the Euclidean distance between a vector x ∈ Rn and the subspace V .
Show that

P (d(X,V) > λ) ≤ 2e−λ
2/2.

[You can consider the case n = 2 for full credit if you aren’t comfortable with the linear algebra
in n dimensions.]
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6 Bot or Not [8 + 4]

Reina is playing chess online and trying to figure out what type of bot she is playing against. For
the next move, a näıve bot will select which type of piece to play (king, rook, bishop, queen, knight,
and pawn) according to a uniform distribution. An advanced bot will select the type of piece based
on the following distribution:

Y =



Rook w.p. 0.07

Queen w.p. 0.18

Knight w.p. 0.2

Pawn w.p. 0.3

Bishop w.p. 0.15

King w.p. 0.1

Assume the null hypothesis corresponds to playing against a näıve bot, and you’ll accept or reject
this hypothesis after seeing which piece the bot plays.

a) Construct a decision rule that minimizes probability of false negative (i.e., Type II error rate)
subject to a false positive rate (i.e., Type I error rate) of at most 1/4.

Note: A decision rule in this context is a (possibly randomized) mapping from pieces to bot-type.

b) Suppose now that you are given the prior (π0 = 1/3, π1 = 2/3), where π0 is the prior probability of
the null hypothesis being correct. Under your decision rule, what is the probability of incorrectly
determining the bot type?
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7 Random(?) Graphs [2 + 9]

Consider a graph G = (V,E) on n vertices. The vertex set V is deterministically partitioned as
V = V1 ∪ V2, where V1 and V2 are disjoint and of unknown sizes, but we assume |Vi| ≥ n/100 for
i = 1, 2.

The edges of G are placed randomly as follows. An edge (u, v) appears with probability p < 1 if
vertices u and v are both in V1 or both in V2. Otherwise, an edge is placed with probability one.
Assume all edges are placed independently, and that p does not depend on n.

a) Is G an Erdös–Rényi random graph?

b) Suppose you don’t know which vertices are in V1 or V2. You try to determine this by finding
a partition V̂1 ∪ V̂2 = V such that each V̂i has at least one vertex, and (u, v) ∈ E for all
u ∈ V̂1, v ∈ V̂2. If there are multiple candidate partitions satisfying this criteria, you choose one
arbitrarily. Your choice is considered “correct” if V̂1 = V1 or V̂1 = V2, since both identify the
same partition of V .

In the limit as n → ∞, what is the probability that the above procedure recovers the correct
partition? Answers without complete justification will be penalized.

(Hint: Consider the complement G′ of the graph G, where an edge exists in G′ iff it does not
exist in the original graph G.)
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8 Counting Birds [6 + 5 + 4]

Han wants to estimate N , the total number of birds in a nearby park. On her first visit to the
park, Han observes 17 birds, and marks each of them with a dab of paint. On her second visit to
the park, Han observes 20 birds, and 6 of them carry the mark (assume no marks disappear).

On each visit, we assume that each of the N birds is observed independently with probability 1/2.

a) As a function of N , what is the likelihood of Han’s observations?

b) What is the maximum-likelihood estimate of N given Han’s observations?

[Hint: Since N is discrete, we can’t differentiate and set the derivative equal to zero. Instead,
consider the ratio:

Pr[observation|N ]

Pr[observation|N + 1]

and find the smallest N for which this ratio is greater than 1. ]
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c) Assume N has prior distribution N ∼ Uniform{50, 51, . . . , 100}. What is the MAP estimate of
N?


