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Problem 1 (10%). Give an example of a pair of random variables (X,Y’) that are
uncorrelated and not independent.

For instance, let (X,Y") that takes the four values {(—1,0), (0,
equal probabilities. Then F(X) =0,F(Y) =0, E(XY) =0, so that F
and the random variables X, Y are uncorrelated. However, P(X 1 = 0 whereas
P(X =1)=1/4and P(Y =1) = 1/4. Hence, P(X =1,Y =1) # P(X = 1)P(Y = 1),
which shows that the random variables X,Y are not independent.

1),(1,0),(0,1)} with
= E(X)E(Y)

Problem 2 (10%). Give an example of a pair of random variables (X,Y") that are not
independent and are such that E[X|Y] = E(X).

The example we gave for Problem 1 meets that condition. Indeed, E[X|Y = —1] =
0,E[X|Y =0]=0,FE[X|Y =1], so that E[X|Y] =0 = E(X).



Problem 3 (10%). Is it possible for a pair of random variables (X,Y") to be such that
E[X]Y] > X for all Y? Explain your answer.

No, this is not possible. We know that E(E[X|Y]) = E(X). However, if it were the case
that E[X|Y] > X, then we would conclude that E(E[X|Y]) > E(X), a contradiction.

Problem 4 (10%). Let X,Y,Z be independent and uniformly distributed on [—1,1].
Calculate E[X +Y|X +Y + Z].

By symmetry,
EX+Y|X+Y+Z]|=EY+ZIX+Y+Z|=EX+ZIX+Y + Z].

If we designate the random variable above by V', then we see by adding all the three terms
that
3V=FERX+2Y +2Z|IX+Y + Z]|=2(X+Y + 2).

Hence, E[ X +Y| X +Y 4+ Z] =V =2(X+Y + 2)/3.



Problem 5 (15%). Let X,Y,Z be independent and equally likely to take the values
{-2,-1,0,1,2}. Calculate L[X +2Y|X + Y)Y + Z].

Let U=X+2Y,V; =X +Y,V, =Y 4+ Z. We know that

LIUV] = Syy SV

Now,
Svv = E((U(V1,V2))) = [3a,2a] where a = E(X?) = E(Y?) = E(Z?)
and
2 «a
se=rwm) = | 2 ),
so that
Lo 12 -1
v = 3a l -1 2 ]
Hence,



Problem 6 (25%). Let X, Z be independent with P(X = 0) = 0.4, P(X = 1) = 0.6,
and Z = N(0,1). Find the MLE and the MAP of X given Y = X + (1+ X)Z.

MLE: Let

~ fyixly/]
L) = frix[yl0]

We see that when X =1,V = N(1,4) and when X =0,Y = N(0, 1). Hence

Frixlult) = <= exp{—5 (s~ 1))

and ) )
0] = — — =2
fY|X[y| ] \/ﬁexp{ 2y }
Consequently,
1 3 1 1
L(y) = = TP Sy — 2L
(y) = gexpigy”+ 7y — o}

Since MLE[X|Y =y| = 1{L(y) > 1}, we conclude that

MLEX|Y = o] = { 0 1y € (52, 558
1, otherwise.

MAP: We find that for z € {0,1},

P(X = x)fY|X[y|x].

PR = =vl==""751))
Hence,
MAPIX]Y =y] = {P[X =1Y =y] > P[X =0]Y =y}
— ULO) > p—) = L0 = 5}
Consequently,

0, ify € (3 /% —§In(E) 5 +§ ~ 3(3)

MLE[X|Y =y] =
X vl {1, otherwise.



Problem 7 (30%). For z = 0,1, given X = z, Y is exponentially distributed with mean
p(x), for # = 0,1 where 0 < p(0) < p(1). A
a. Find X = g(Y') that maximizes P[X = 1|X = 1] subject to P[X = 1|X = 0] < 5%.

b. Assume that (0) = 1. Find the minimum value of p(1) so that P[X = 1|X = 1] >
95%.

a. We know that X = 1{L(Y) > A} where X is such that P[X = 1|X = 0] = 5%. Now,
with A(z) := pu(x),

_ Jyixlyll] A exp{-A()y}
frix[ylo]  A(0) exp{—A(0)y}

Hence, X = 1{y > yo} where y, is such that P[X = 1|X = 0] = 5%. That is,

L(y)

5% = P[Y > yo|X = 0] = exp{—X(0)yo},

ie.,

Yo = —

Hence, we want
95% = exp{—A(1)yo} = exp{—A(1) In(20)} = (20) D,

so that

10(0.95) = —A(1) 1n(20), or A(1) = —I‘I“IE((’;)‘;’),
which gives
i 1) = In(20)
Y = ={095)



