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Since for any subspace S it holds that S⊥⊥ = S , taking the orthogonal
complement of both sides in the previous equation, we obtain that
N (A)⊥ = R(A�), hence

Rn = N (A)⊕N (A)⊥ = N (A)⊕R(A�).

This means that the input space Rn can be decomposed as the direct
sum of two orthogonal subspaces N (A) and R(A�). Since dimR(A�) =

dimR(A) = rank(A), and obviously dim Rn = n, we also obtain that

dimN (A) + rank(A) = n. (2.10)

With a similar reasoning, we argue that

R(A)⊥ = {y ∈ Rm : y�z = 0, ∀z ∈ R(A)}
= {y ∈ Rm : y�Ax = 0, ∀x ∈ Rn} = N (A�),

hence by taking orthogonal complement of both sides, we see that

R(A) = N (A�)⊥.

Therefore, the output space Rm is decomposed as

Rm = R(A)⊕R(A)⊥ = R(A)⊕N (A�),

and

dimN (A�) + rank(A) = m,

see a graphical exemplification in R3 in Figure 2.2.2.

Figure 2.26: Illustration
of the fundamental
theorem of linear
Algebra in R3; A =
[a1 a2].


