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Why do we care aboutthe SVD

Suppose we have

Amf Umm soso O XTan
man me

If the underlying structure of thedata matrix A
is low dimensional then the SUD can

help you discover this structure automatically

also called unsupervised learning
This is called

PRINCIPAL COMPONENT ANALYSIS CT C A

Dimensionality Reduction
Fewer dimensions on data E less to compute
79 less to stone
Redundancy removed systematically
Easier to visualize using 2D 3D plots
Better interpretability of data

Helps automatically discover the

most significant features skip the
rest


































































SYD PCA has applications in manydomains

Healthcare predicting patient's health

susceptability to diseases based on

health risk factors

Biology predicting which gene
mutations are

likely to cause cancer

Retail predicting which user will buy
which product based on historical

data
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data reduction technique
data driven generalization of
the Fonner transform FFT
tailored to specific problem

M
Google PageRank
FaceBook Face Recognition

Netflix Recommender system
Amazon Netflix prize

simple interpretable

scalable



















































Amf Umm so.gg O VTAxn
man my

Suppose m n r 10,000
D 10 10

A'EFFI
is

A has 108entries

Ti of dimension 10,000 each so 20,000

total per outer product SYD 10 terms

200,000 Versus 100,000,000

500 x savings
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Figure 5: The author’s friend’s cat Snyder.

It can be represented as three matrices AR, AG, AB 2 R4032⇥3024 corresponding to R, G, and B of the
image. We perform a rank-` approximation AR = UR;`SR;`V

>
R;`, AG = UG;`SG;`V

>
G;`, AG = UG;`SG;`V

>
G;`,

and then compose an image out of them, for different values of `. The results are shown below.

(a) ` = 1. (b) ` = 5. (c) ` = 10.

(d) ` = 25. (e) ` = 50. (f) ` = 100.

By rank 100 approximation, the image is almost perfect. Now, the original image had 3⇥ 4032⇥ 3024 =

36578304 entries; at rank 100, we have 3 ⇥ 100 ⇥ (4032 + 3024 + 1) = 2117100 entries, so we need to store
around 5% of the original image. Not bad!

See Appendix D for some code showing how these images were created.

6.2 PCA

Sadly, no cats for this example.
Suppose we, as course staff, have m students in our class, and n assignments. Let A 2 Rm⇥n be a matrix,

such that the i
th student’s grade in the j

th assignment is Aij.

• If we consider the assignments to be the data points, then A is a data matrix with column data.
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Suppose we wantthe best rank I approximation

to AERM then over all rank 1 matrices

B E RM the winner is the rank 1
SVD decomposition r MY where
6 is the first largest singularvalueofA and I
are the first singular vector of A

Best is in the sense of minimum
Frobenius norm

of error HA BIE EE Aij Bijt
Best Rank 2 approx toA is EEGaivit and

i

Best Rankl approx to A is ErÉ


































































PRINCIPAL COMPONENT ANALYSIS or PCA

Principal components i.e lower dimensionalstructure

in simple 2D data

y
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Data liesmostlyy a
f on a I D

spare even
though the
I ambient
dimension
is 2 D

Suppose we have 2 D points Xinyi
as follows 1,27 2,4 13,6 4,87 5,107

A

this is the same example matrix we have
seen before in our study of the SVD
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Generalizing PCA concept
Moxie recommendationproblem Netflipp

Wsj digits Yser
1000

Q matrix
Is Video I 75 80 20
12Video 30 20 85

gig bij rating ofuser j for
fideo100 go 95 30 20 Video i

100 videos 2000 users users who
movies rate score the movies

Goal learn the low dimensional

structure underlying this big
chunk of data

In practice there are millions of
users thousands of movies


































































Goal Understand the different types of movies

use this to make recommendations
to risen

Say every movie is represented by 4 attributes
SCORE

a b c d y
features

for
VIDEO

p P P P
action

bloodiness
comedy drama

level hotroad lard lard

User j sensitivity to components i.e

howmuch user j likes or

dislikes the movie attributes

jj Say Sbj Sg Sdj
in

gig Saj 9 sbjbitscj.ci Sdj di

e g gig 80 0.27 010.1 7710 20 7 30

at action scores of all videos
EIR

9 Similarly for B E I
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Ta t

say action
sensitivity vector for users

1121000

Sano
Similarly for SI SI Jd

Consider
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TheKO principal components of matrix Q
along the columns UT I I
along the rows T ta Fr

It É É m too n 1009

I
Data is organized bycolumns

i e each data point is a 100 dim
vector containing User j's ratings
for the 200 movies Gijigaj good

Goal Find the firstprincipal component
that is that vector direction
that is most informative about
the data
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