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Announcements
• Quest: Tuesday 09/14/21 8:30pm


• Last time: 

- Continue vectors

- Matrix-Matrix and Matrix-vector Multiplications

- Matrix-Vector Multiplications as linear set of equations

- Intro to span


• Today:

- Proofs

- Linear (in)dependance

- Matrix Transformations



Steps for a proof
• Write out the statement, note direction (“if” → “then”)


• Try a simple example (to see a pattern)

- Use what is known, definitions and other 

theorems


• Manipulate both sides of the arguments

- Must justify each step


• Know the different styles of proofs to try

- Constructive

- Proof by contradiction



Algorithm for solving linear equations
• Three basic operations that don’t change a solution:

1. Multiply an equation with nonzero scalar

   has the same solution as:  2x + 3y = 4 4x + 6y = 8
Proof for N=2:


Let , with solution ax + by = c x0, y0

Show that , 

has the same solution.

βax + βby = βc

Substitute  for : x0, y0 x, y
βax0 + βby0 = βc
β(ax0 + by0) = βc
βc = βc

 ⇒ ax0 + by0 = c

But is it the only solution?

, with solution: βax + βby = βc x1, y1
 ⇒ βax1 + βby1 = βc

Show that , 

has the same solution…..

ax + by = c

Since …. β ≠ 0
 βax1 + βby1 = βc ⇒ ax1 + by1 = c

SOLUTION OF ONE, IMPLIES THE OTHER

AND VICE-VERSA!



Algorithm for solving linear equations
• Three basic operations that don’t change a solution:

1. Multiply an equation with nonzero scalar

2. Adding a scalar constant multiple of one equation to another

<latexit sha1_base64="EmdIbm1ruN1OoPXOmkpFe+6hlh8=">AAACQHicbVDLattAFB3lHeXlJMtsLjURDgEjuU3bTSGkmyxdqOOAZcxofO0MHo3EzKhECH9aNvmE7rLOJouU0m1WHdla5HXhwOGc+5g5USq4Nr5/5ywsLi2vrK6tuxubW9s7td29C51kimGHJSJRlxHVKLjEjuFG4GWqkMaRwG40+V763V+oNE/kT5On2I/pWPIRZ9RYaVDrhhGOuSyoUjSfFgIUMBAWbOo2giPw4Bq8Yw9yD76B14IwdButUv5odTi2aOUw807cEOWwWuQOanW/6c8K3pKgInVSVXtQ+x0OE5bFKA0TVOte4Kemb9cZzgRO3TDTmFI2oWPsWSppjLpfzAKYwqFVhjBKlIU0MFOfTxQ01jqPI9sZU3OlX3ul+J7Xy8zoa7/gMs0MSjY/NMoEmATKNGHIFTIjcksoU9y+FdgVVZQZm3kZQvD6y2/JRasZfG4GPz7VT8+qONbIAflAGiQgX8gpOSdt0iGM3JB78kj+OLfOg/PX+TdvXXCqmX3yopyn/0LApyM=</latexit>

(1) x + y = 2
(2) 3x + 2y = 5

Concept of proof: look at explicit solution, show they are the same
Also show the reverse — by applying the reverse operations

Have the same solution

<latexit sha1_base64="BuQPf+wyLRMPkEeFU5yMcvvNqs8=">AAACTnicbVFNaxsxENU6/XC3H3GSYy9DTRcXg1m5bZJLILSXHlOo7YDXGK08dkS02kXShiyLf2EuIbf8jFx6SCit1t5DG3dg4PHe02j0FGdSGBuGt15j68nTZ8+bL/yXr16/2W7t7A5NmmuOA57KVJ/GzKAUCgdWWImnmUaWxBJH8fnXSh9doDYiVT9skeEkYQsl5oIz66hpC6MYF0KVTGtWLEsNGjhI13zpd+gHCOASgm4ARQBHEPQhivyPkRUJGnByt9OvLPvOA13XnwtY+SgFP0I1q8f601Y77IWrgk1Aa9AmdZ1MWzfRLOV5gspyyYwZ0zCzEzfOCi5x6Ue5wYzxc7bAsYOKuYUm5SqOJbx3zAzmqXatLKzYv0+ULDGmSGLnTJg9M4+1ivyfNs7t/HBSCpXlFhVfXzTPJdgUqmxhJjRyKwsHGNfC7Qr8jGnGrfuBKgT6+MmbYNjv0f0e/f6pffyljqNJ3pJ3pEMoOSDH5Bs5IQPCyRW5I/fkwbv2fnq/vN9ra8Orz+yRf6rR/AOV7qqH</latexit>

(1) x + y = 2
3⇥ (1) + (2) 6x + 5y = 11

and



Span / Column Space / Range

• Definition: 

If  s.t.  then ∃ ⃗x A ⃗x = ⃗b ⃗b ∈ span{A}

• Span of the columns of A is the set of all vectors  such that 
has a solution


- i.e. the set of all vectors that can be reached by all possible 
linear combinations of the columns of A

⃗b
A ⃗x = ⃗b



Proof: Span

Theorem:   span {[1
1], [ 1

−1]} = ℝ2

 span {[1
1], [ 1

−1]} ⇒ { ⃗v ⃗v = α [1
1] + β [ 1

−1] , α, β ∈ ℝ} = 𝕊

Know:

 span {[1
1], [ 1

−1]} = ℝ2

Need to show:

Concept: pick some specific , and show that it belongs to  ⃗b = [b1

b2] ∈ R2 𝕊

Need to solve:



Proof: Span

Theorem:   span {[1
1], [ 1

−1]} = ℝ2

 span {[1
1], [ 1

−1]} ⇒ { ⃗v ⃗v = α [1
1] + β [ 1

−1] , α, β ∈ ℝ} = 𝕊

Know:

 span {[1
1], [ 1

−1]} = ℝ2

Need to show:

Concept: pick some specific , and show that it belongs to  ⃗b = [b1

b2] ∈ R2 𝕊

 α [1
1] + β [ 1

−1] = [b1

b2]
Known 
and  ∈ ℝ2unknown

 ⇒ [1 1
1 −1] [α

β] = [b1

b2]
Need to solve:



Proof: Span

 [1 1
1 −1] [α

β] = [b1

b2]
Need to solve:

Gaussian Elimination:



Proof: Span

 [1 1
1 −1] [α

β] = [b1

b2]
Need to solve:

Gaussian Elimination:

 ⇒ α =
b1 + b2

2
, β =

b1 − b2

2
,

Every  can be written  
as linear combinations!
So also, 

⃗b ∈ ℝ2

⃗b ∈ 𝕊

Constructive proof



Linear Dependence
Recall:

⃗a 1

⃗a 2

 and  are linearly dependent⃗a 1 ⃗a 2

<latexit sha1_base64="NY49+tO2y+iAzxv6OioE8Chbw4M=">AAACY3icjVFNb9QwEHUClJICTQu3CmnECsSFVdwD5YK0hQvHVmLbSpto5TiTXauOE9mTSkuUX8WdH9FbD0hc+B94Pw7QcmAkS0/vzbz5cN5o5ShJboLw3v0HWw+3H0U7j5883Y339s9c3VqJY1nr2l7kwqFWBsekSONFY1FUucbz/PLTUj+/QutUbb7QosGsEjOjSiUFeWoafz2GD5BqLGkSpTnOlOmEtWLRd9b2Ubpq0OW6xR44vIYNYbHo4S0HSNP/y0FTbHyj1KrZnDKIpvEgGSargLuAb8BgdJx8+7H33ZxM4+u0qGVboSGphXMTnjSUeV9SUqN3bh02Ql6KGU48NKJCl3WraXp45ZkCytr6ZwhW7J8VnaicW1S5z6wEzd1tbUn+S5u0VL7POmWaltDIdaOy1UA1LA8OhbIoSS88ENIqPyvIubBCkv+W5RH47ZXvgrPDIX835Kd8MPrI1rHNDthL9oZxdsRG7DM7YWMm2c9gK9gN4uBXuBPuh8/XqWGwqXnG/orwxW9SD7g0</latexit>

A =


1 �1
1 �1

�

⃗a 1 ⃗a 2

 = -⃗a 1 ⃗a 2



Linear Dependence
• Definition 1:  

A set of vectors  are linearly dependent if 
, such that:

{ ⃗a 1, ⃗a 2, ⋯, ⃗a N}
∃{α1, α2, ⋯, αN} ∈ ℝ ⃗a i = ∑

j≠i

αj ⃗a j 1 ≤ i, j ≤ M

For example: if ⃗a 2 = 3 ⃗a 1 − 2 ⃗a 5 + 6 ⃗a 7

 in the span of all s⃗a i ⃗a j



Linear Dependence
Are these linearly dependent?

Need to solve:



Linear Dependence
Are these linearly dependent?

 [1 1
1 −1] [α

β] = [3
1]

Need to solve: but we showed that….

So….

Are linearly dependent



Linear dependence / independence

• Definition 2:  
A set of vectors  are linearly dependent if 

, such that:
{ ⃗a 1, ⃗a 2, ⋯, ⃗a N}

∃{α1, α2, ⋯, αN} ∈ ℝ

 ⇒ 2 [1
1] + [ 1

−1] − [3
1] = 0

N

∑
i=1

αi ⃗a i = 0

• Definition:  
A set of vectors  are linearly independent if they 
are not dependent

{ ⃗a 1, ⃗a 2, ⋯, ⃗a N}

As long as not all ai = 0



Linear dependence / independence

 {[1
1], [ 1

−1], [ π
2]}

Are these linearly dependent?

∈ ℝ2

linearly dependent!



Solutions for linear equations
• Theorem: if the columns of the matrix A are linearly dependent 

then,  does not have a unique solutionA ⃗x = ⃗b



Solutions for linear equations
• Theorem: if the columns of the matrix A are linearly dependent 

then,  does not have a unique solutionA ⃗x = ⃗b

know: columns are linearly independent show: more than 1 solution

Proof for A ∈ ℝ3×3

Concept: pick some specific solution  , and show that there’s another one⃗x *

α1 ⃗a1 + α2 ⃗a 2 + α3 ⃗a 3 = 0

Let:       and     A ⃗x * = ⃗b A = [ ⃗a1 ⃗a 2 ⃗a 3]
From linear dependence Def 2:



Solutions for linear equations
• Theorem: if the columns of the matrix A are linearly dependent 

then,  does not have a unique solutionA ⃗x = ⃗b

know: columns are linearly independent show: more than 1 solution

Proof for A ∈ ℝ3×3

Concept: pick some specific solution  , and show that there’s another one⃗x *

α1 ⃗a1 + α2 ⃗a 2 + α3 ⃗a 3 = 0

⃗α
⇒ A ⃗α = 0

Set ⃗x † = ⃗x * + ⃗α

⇒ A ⃗x † = A( ⃗x * + ⃗α )

Let:       and     A ⃗x * = ⃗b A = [ ⃗a1 ⃗a 2 ⃗a 3]
From linear dependence Def 2:

= A ⃗x * + A ⃗α = ⃗b + 0 So  is another solution!⃗x †



Matrix Transformations



Matrices are operators that transform vectors

A ⃗x = ⃗b
[1 0

0 −1] [x1
x2] = [ x1

−x2]
Example:



Matrices are operators that transform vectors

A ⃗x = ⃗b
Example:

[1 0
0 −1] [x1

x2] = [ x1
−x2]

https://www.youtube.com/watch?v=LhF_56SxrGk



Matrices are operators that transform vectors

A ⃗x = ⃗b
Example:

Reflection Matrix!

[1 0
0 −1] [x1

x2] = [ x1
−x2]



Matrices are operators that transform vectors

A ⃗x = ⃗b
Example:

Reflection Matrix!

[1 0
0 −1] [x1

x2] = [ x1
−x2]



Matrices are operators that transform vectors
Example 2:

[cos(θ) −sin(θ)
sin(θ) cos(θ) ] [x1

x2] = [cos(θ)x1 − sin(θ)x2
sin(θ)x1 + cos(θ)x2]

[cos(θ) −sin(θ)
sin(θ) cos(θ) ] [1

0] = [cos(θ)
sin(θ)]

θ
Rotation Matrix!



Linear Transformation of vectors
: is a linear transformation if: f

f(α ⃗x ) = αf( ⃗x ) α ∈ ℝ
f( ⃗x + ⃗y ) = f( ⃗x ) + f( ⃗y )

Claim: Matrix-vector multiplications satisfy linear transformation

A ⋅ (α ⃗x ) = αA ⃗x
Proof via explicitly writing the elements

A ⋅ ( ⃗x + ⃗y ) = A ⃗x + A ⃗y


