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Announcements

* Quest: Tuesday 09/14/21 8:30pm

* Last time:
- Continue vectors
- Matrix-Matrix and Matrix-vector Multiplications
- Matrix-Vector Multiplications as linear set of equations
- Intro to span
* Today:
- Proofs
- Linear (in)dependance
- Matrix Transformations



Steps for a proof

* Write out the statement, note direction (“if” — “then”)

* Try a simple example (to see a pattern)

- Use what is known, definitions and other
theorems

* Manipulate both sides of the arguments
- Must justify each step

* Know the different styles of proofs to try
- Constructive
- Proof by contradiction

*I think you should be more explicit here in
step two.'



Algorithm for solving linear equations

* Three basic operations that don’t change a solution:
1. Multiply an equation with nonzero scalar

2x + 3y =4 has the same solution as: 4x + 6y = 8
Proof for N=2:

Let ax 4+ by = c, with solution X, y,

pax + pby = fc, with solution: x;, y;
= axO + byo =C

= pax, + pby, = pc

Show that ax + by = c,
has the same solution

Substitute x, y, for x, y: Since f # 0....
ﬂaxO + ﬂby() - 'BC ﬁaxl + ﬁbyl — ﬁC = axq + byl =C

ﬁ(ax() T by()) ~ ﬁc SOLUTION OF ONE, IMPLIES THE OTHER
,BC = ﬁC But is it the only solution? AND VICE-VERSA!

Show that fax + by = fc,
has the same solution.



Algorithm for solving linear equations

* Three basic operations that don’t change a solution:
1. Multiply an equation with nonzero scalar
2. Adding a scalar constant multiple of one equation to another

(1) = +y = 2
(2) 3z 4+ 2y = 5
and
(1) Loy — Have the same solution
3x(1)+(2) 6z + bdy =

Concept of proof: look at explicit solution, show they are the same
Also show the reverse — by applying the reverse operations



Span / Column Space / Range

—

e Span of_tbe columns of A is the set of all vectors b such that
AX = b has a solution

- I.e. the set of all vectors that can be reached by all possible
linear combinations of the columns of A

e Definition:

f 3X st.AXx = b then b € span{A}



Proof: Span

Theorem: span { [i], [ 11

{1

Concept: pick some specific ? =

Need to solve:

Need to show:

] apenles oo {[]]



Proof: Span

Theorem: span { [}], [ 11] } — R2

Know:
span{ E], [_11] } = {7’ vV =a i + p
., b,
Concept: pick some specific b = b
2
Need to solve:
1 1 b,
a -+ =
\Ll ’1- 1] [bz
T -

unknown

Need to show:

(1]



Proof: Span

Need to solve:
b
[i _11] [Z] - [bj

Gaussian Elimination:



Proof: Span

Need to solve:

1 1|11 _ |b
1 —1 [ﬂ] - b, Constructive proof

Gaussian Elimination:
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Every b € R? can be written
as linear combinations!

So also, ? eS




Linear Dependence

Recall:
1 —1
=1
/)
a; a,



Linear Dependence

* Definition 1:
A set of vectors { ai, Aoy, E’N} are linearly dependent if

= cee R h that: —> —> .
{@, @, -, ay} € R, such tha ai:Zajaj 1<i,j<M

JFl

o

a;in the span of all ‘@ s

For example:if a, =3a,—2as+6a-



Linear Dependence

Are these linearly dependent?

SLIELAS

Need to solve:




Linear Dependence

Are these linearly dependent?

7
1 4 [3] Are linearly dependent
‘IJ ) — ) L

Need to solve: but we showed that....

LA GT=1 Lok [ 7[5 b by

1 -1 2 4 L

So....




Linear dependence / independence

nw j’g] INE _H:O
| -] ) 1| T l=1l "
* Definition 2:
A set of vectors {71, A, FN} are linearly dependent if
El{al,az, ---,aN} € R, such that: < .
2 aa; =0
i=1 Aslong as notalla; =0
* Definition:
A set of vectors {71, Ay, E’N} are linearly independent if they

are not dependent



Linear dependence / independence

Are these linearly dependent?

NERRE S linearly dependent!
1] |-1] |vV2
=

RZ



Solutions for linear equations

* Theorem: if t@)columns of the matrix A are linearly dependent
then, Ax = b does not have a unique solution

PROOF Consider the counter-example S (0.@), t =

{(@, @), (0 0), (O,0)) so that My = (i, LE-@), (j, AE:0),

k. N€-(£<m?@i0))). Welt X = ({i,o) | V] < i :
oj = @} so that =FD(X). We have M;;q = [(i, M (@),
((.1(-((<m?0¢'.0)) | & < m), Mo = ({(J, NE:Q),
kK. ANE- (£ <m?70¢0)) |k>mland BIX) =({i.0) | V) <
i 1 0j = @]. We have afut(@{]xn = (s | Mz s S @(X}) = (0]

whereas pre(tl(al, (X)) =pre(t]((s [ Mc s S X)) =pre(t]((®})

=[s | Vs :1(s,5") = 5" = @) =@ since 1(s,®) implies s = ® and
1(®, O) holds. .

e



Solutions for linear equations

* Theorem: if the columns of the matrix A are linearly dependent
then, Ax = b does not have a unique solution

Proof for A € R3*3

know: columns are Iinearly\{{dependent show: more than 1 solution

Concept: pick some specific solution X * and show that there’s another one

—

Let: AX*=b and A=|a; @, a5

From linear dependence Def 2:

0{15{ + (1272 + 05373 — O



Solutions for linear equations

* Theorem: if the columns of the matrix A are linearly dependent
then, Ax = b does not have a unique solution

Proof for A € R3*3

know: columns are linearly independent show: more than 1 solution

Concept: pick some specific solution X * and show that there’s another one

—

let: AX*=5b and A= [le a, a}]

From linear dependence Def 2:
s )
(Xla1+a2612+053a3—0 —}[& ab&lj[dl ——O #AE)ZO
RN
Set xT= X%+ @ s

SAT = AT + @) =AXT*+AT = b +0

So x ' is another solution!



Matrix Transformations




Matrices are operators that transform vectors

Example:

1 o [x _ | M
0 —1] |*2 9




Matrices are operators that transform vectors

AX = b

Example:

b ) s = 1)




Matrices are operators that transform vectors

AT =D

b )= 1

Reflection Matrix!




Matrices are operators that transform vectors

AT =D

b )= 1

Reflection Matrix!




Matrices are operators that transform vectors

=xample 28 Teog(@)  —sin(@)] [x cos(0)x; — sin(0)x2
sin(@) cos(f) | [*2 sin(@)x, + cos(0)x,

cos()) —sin(@)| [1]|  |cos()
sin(6) cos() | |0l  |sin(9)

Rotation Matrix!

(s 6n90 | [ o

_-S;n Q" oS 90°- Laz L




Linear Transformation of vectors

f:is a linear transformation if:

flax)=af(X) a€R
(X +73)=f(X)+ (D)

Claim: Matrix-vector multiplications satisfy linear transformation
A-(aXx)=aAx

A- (X +Y)=AX +AYy

Proof via explicitly writing the elements



