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Announcements

* ast time:
- Proofs
- Span
* Today:
- Linear (in)dependance
- Matrix Transformations



Span / Column Space / Range

—

e Span of_tbe columns of A is the set of all vectors b such that
AX = b has a solution

- I.e. the set of all vectors that can be reached by all possible
linear combinations of the columns of A

e Definition:

f 3% st.AX = b then b € span{cols(A)}



Proof: Span

Theorem: span { [i], [ 11

{1

Concept: pick some specific ? =

Need to solve:

Need to show:

] apenles oo {[]]



Proof: Span

Theorem: span { [}], [ 11] } — R2

Know:
span{ E], [_11] } = {7’ vV =a i + p
., b,
Concept: pick some specific b = b
2
Need to solve:
1 1 b,
a -+ =
\Ll ’1- 1] [bz
T -

unknown

Need to show:

(1]



Proof: Span

Need to solve:
b
[i _11] [Z] - [bj

Gaussian Elimination:



Proof: Span

Need to solve:

1 1|11 _ |b
1 —1 [ﬂ] - b, Constructive proof

Gaussian Elimination:
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Every b € R? can be written
as linear combinations!

So also, ? eS




Linear Dependence

Recall:
1 —1
=1
/)
a; a,



Linear Dependence

* Definition 1:
A set of vectors { ai, Aoy, E’N} are linearly dependent if

= cee R h that: —> —> .
{@, @, -, ay} € R, such tha ai:Zajaj 1<i,j<M

JFl

o

a;in the span of all ‘@ s

For example:if a, =3a,—2as+6a-



Linear Dependence

Are these linearly dependent?

SLIELAS

Need to solve:




Linear Dependence

Are these linearly dependent?

7
1 4 [3] Are linearly dependent
‘IJ ) — ) L

Need to solve: but we showed that....

LA GT=1 Lok [ 7[5 b by

1 -1 2 4 L

So....




Linear dependence / independence

nw j’g] INE _H:O
| -] ) 1| T l=1l "
* Definition 2:
A set of vectors {71, A, FN} are linearly dependent if
El{al,az, ---,aN} € R, such that: < .
2 aa; =0
i=1 Aslong as notalla; =0
* Definition:
A set of vectors {71, Ay, E’N} are linearly independent if they

are not dependent



Linear dependence / independence

Are these linearly dependent?

NERRE S linearly dependent!
1] |-1] |vV2
=

RZ



Solutions for linear equations

* Theorem: if t@)columns of the matrix A are linearly dependent
then, Ax = b does not have a unique solution

PROOF Consider the counter-example S (0.@), t =

{(@, @), (0 0), (O,0)) so that My = (i, LE-@), (j, AE:0),

k. N€-(£<m?@i0))). Welt X = ({i,o) | V] < i :
oj = @} so that =FD(X). We have M;;q = [(i, M (@),
((.1(-((<m?0¢'.0)) | & < m), Mo = ({(J, NE:Q),
kK. ANE- (£ <m?70¢0)) |k>mland BIX) =({i.0) | V) <
i 1 0j = @]. We have afut(@{]xn = (s | Mz s S @(X}) = (0]

whereas pre(tl(al, (X)) =pre(t]((s [ Mc s S X)) =pre(t]((®})

=[s | Vs :1(s,5") = 5" = @) =@ since 1(s,®) implies s = ® and
1(®, O) holds. .

e



Solutions for linear equations

* Theorem: if the columns of the matrix A are linearly dependent
then, Ax = b does not have a unique solution

Proof for A € R3*3

know: columns are Iinearly‘dependent show: more than 1 solution

Concept: pick some specific solution X * and show that there’s another one

—

Let: AX*=b and A=|a; @, a5

From linear dependence Def 2:

->
0{15{ + (1272 + 05373 — O



Solutions for linear equations

* Theorem: if the columns of the matrix A are linearly dependent
then, Ax = b does not have a unique solution

Proof for A € R3*3

know: columns are linearly dependent show: more than 1 solution

Concept: pick some specific solution X * and show that there’s another one

—

let: AX*=5b and A= [le a, a}]

From linear dependence Def 2:
s )
(Xla1+a2612+053a3—0 —}[& ab&lj[dl ——O #AE)ZO
RN
Set xT= X%+ @ s

SAT = AT + @) =AXT*+AT = b +0

So x ' is another solution!



Matrix Transformations




Matrices are operators that transform vectors

Example:

1 o [x _ | M
0 —1] |*2 9




Matrices are operators that transform vectors

AX = b

Example:

b ) s = 1)




Matrices are operators that transform vectors

AT =D

b )= 1

Reflection Matrix!




Matrices are operators that transform vectors

AT =D

b )= 1

Reflection Matrix!




Matrices are operators that transform vectors

=xample 28 Teog(@)  —sin(@)] [x cos(0)x; — sin(0)x2
sin(@) cos(f) | [*2 sin(@)x, + cos(0)x,

cos()) —sin(@)| [1]|  |cos()
sin(6) cos() | |0l  |sin(9)

Rotation Matrix!

(s 6n90 | [ o

_-S;n Q" oS 90°- Laz L







Linear Transformation of vectors

f:is a linear transformation if:

flax)=af(X) a€R
(X +73)=f(X)+ (D)

Claim: Matrix-vector multiplications satisfy linear transformation
A-(aXx)=aAx

A- (X +Y)=AX +AYy

Proof via explicitly writing the elements



Vectors as states, Matrices as state transition

Vectors can represent states of a system

Example: The state of a car at time =t

x/{) } fosié»'ok

SORINE |
V({) S ve,ooc»fj
0

A: need orientation or v (¢), v,(?)

Q: Is that enough?



Graph Transition Matrices

Example: Reservoirs and Pumps

1

Q: What is the state?
A: Water in each reservoir

- x (1) = | x(0)
o

1

Pumps move water...
What would the state be tomorrow?




State Transition Matrices



State Transition Matrices

XA+ 1) = x4(2)
xp(t+ 1) = x(¢)
Xt + 1) = xp(2)

Write as a matrix-vector multiplication:

X (t+1)]
xg(t+ 1)

_xc(t + 1)_

XA(t)_
xB(t)

_xC( t) _



State Transition Matrices

XA+ 1) = x4(2)
xp(t+ 1) = x(¢)
Xt + 1) = xp(2)

Write as a matrix-vector multiplication:

Xt +1)
xg(t+ 1)

_xc(t + 1)_

1 0 O
0 0 1

0 1 0.

_xA(t)_
xp(1)

_xC( t) _

What is the state after 2 times?

Xt+2)=0x(t+1)=00%®) = 0*%X (%)

or x(t+1)=0x ()



State Transition Matrices

e+ D| o0 o7 [w®
XB(I+1) = O O 1 XB(t) 1

xc(t+ 1) 0 1 O 120) m
] e

y
f(@) = | O| Whatis the state after at t=1, 2?
_1




State Transition Matrices

_xA(t‘l‘l)_ 1 0 O] _XA(t)_
xpt+ 1D =10 0 1] x50
X+ 1) 0 1 01 |x-(0)
("
47
x(0)= | O| Whatis the state after at t=1, 27
[
D _ D _
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State Transition Matrices

B0

1/2



State Transition Matrices

1/2
(s

4

A
i Q)
)] = | o ;ﬁ x(t)
J Non-conservative!
1/2 P
(oo
v, (¢ Y 7
Y2 S be ri;:;) = ?oo
NE N ;L: O 3 /

Q) What will happen if we keep going?
A) Numbers will diminish to zero






o'1 189
Niveau De La Mer, Sea Level
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State Transition Matrices

‘ /\A( C X (1) =

G- [29 1

Q) What will happen if we keep going?
A) Numbers will explode to infinity







Graph Representation

Ex: Reservoirs and Pumps

Nodes
| have 3 reservoirs: A,B,C

and | want to keep track of how
much water is in each

A - When | turn on some pumps, water
1/2 1/3 moves between the reservoirs.

Where the water moves and what

fraction is represented by arrows.
Edge weights Edges

“directed” graph because

arrows have a direction
Where does the rest of the water in Ago? Need to label that too...

Can you tell me how much water in each after pumps start?  Need to know initial amounts



Exercise:

—BLA(¥*{5~

X, ( fat)| =

Dcc(fﬁ%)
J L

—



Exercise:

~ 9 (2. 1 .4 ]
o )l I S ] ol
X (Ft)] = / - O Xl
CpF)| = | & j
WY
S, (1) O k.3 f“w
L J L _JL .




Example 2:

~ 0 -
)cA( %*4) ] @\d)
X, ( () 4 Z)C‘w

3 Jd L . )




Example 2:

3¢A( %*45 O 1 O] @J?’)
x| | 5O At
3, (£+1) o O | Z)“w
BN e O R VRN



What about the reverse?

PCA ( ~/a-4)~ K_O '1 O % ()

X )= | 5 O A [

‘)CQ (ZL‘b/ )J L i Q O )(,c{ \9

Q) Will flipping the arrows make us go back in time?



What about the reverse?

PCA( {~+4)~ (_O '1 O )l,\lf)
X, (o) = i O 4 [l

QC_Q (ZL‘b/ )J L i Q O )Cc{ \9

Q) Will flipping the arrows make us go back in time?

— C—




What about the reverse?

),)('A( ~/a-4)~ (_O '1 O )(nlf)
X, (o) = i O 4 [l

‘)CQ (ZL‘b/ )J L i Q O )Cc( \9

Q) Will flipping the arrows make us go back in time?

— C—

<« O S

4
O I~
J O
0 O

—

.



What about the reverse?

6 PLAH*J 0 1 © W)

i O 4 [Pl s
o

]\

10 | . ()

2 JcQ(ZL’f'/)J Je

—
—

Q) Will flipping the arrows make us go back in time?

— ~— .

( . —

L0 ¥is

J
I~
Q
O

O
y
O _

.



What about the reverse?

6 P(,A( 7L‘f4)~ 0 1 © W)
oPe )= | B O A pit] s
2 QC_Q ( ZL‘H)J i Q O )Cc{ \9 8

Q) Will flipping the arrows make us go back in time?

———

— .
7

(

— .
6

6 = 10

10

—

-

O
v,
O

.

A) In general, no!

<« O S

J
I~
Q
O

—




Matrix Transpose

If the elements of the matrix A € RY*M gre a;;

j
The elements of AT € RMXN gre aj;

Matrix transpose is not (generally) an inverse!

— -—BT
a8 7 Q4
- =2 = o 7
@4 @)_, o &'J"\ a’;
i
L.. —t _" JA

A€ [RNXM

AT = RMXN



Matrix Transpose

If the elements of the matrix A € RY*M gre a.

j
The elements of A € RV are a;

Matrix transpose is not (generally) an inverse!

- 27T
: ) 2 T
- A —
&-’ @ L o &J"\ a‘é-
‘T
& - &M
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L =14 Q O — |

AT = RMXN




Matrix Transpose

If the elements of the matrix A € RY*M

The elements of A € RV are a;

Matrix transpose is not (generally) an inverse!

are a;;

— —BT
- 9 g
- P o T
&.’ @L T &J'\ a‘g-
. a,

AT = RMXN

— -

|-



Matrix Inversion




