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EigenVals/Vecs/Spaces



Announcements

• Last time: 

- Computing the determinant

- Eigen Values and Eigen Vectors of a Matrix


‣ Example via page-rank 

• Today:

- More on  Eigenvalus, spaces and vectors



Recap
• What have we done in EECS 16A so far?


1. Set of Equations 

2. Matrix vector multiplication 

3. Gaussian elimination 

4. Span, linear independence 

5. Matrices as transformations 

6. Matrix inversion 

7. Column space, null space 

8. Eigenvalues ; Eigenspace



Eigenvalues and Eigenvectors

A ⃗v = λ ⃗v
Must be square!

Non-zero! 
⃗v ≠ ⃗0

Any number!

Q: What does  mean?λ = 0



Eigen Values and Eigen Vectors

•Definition: Let  be a square matrix, and **  
  
if such that ,  
 
then  is an eigenvalue of ,  is an eigenvector  
 
and  is its eigenspace.

A ∈ ℝN×N λ ∈ ℝ

∃ ⃗v ≠ ⃗0 A ⃗v = λ ⃗v

λ A ⃗v

Null(A − λI)

**In general  
 

λ ∈ ℂ



Disciplined Approach:

1. Form 

2. Find all the s resulting in a non-trivial null space for 

• Solve:  

•➡ Nth order characteristic polynomial with N solutions

• Each solution is an eigenvalue!


3. For each  find the vector space 

Bλ = A − λI
λ Bλ

det(Bλ) = 0

λ Null(Bλ)

A ⃗v = λ ⃗v



Solutions for the Characteristic Polynomial

• Three cases:

- Two real distinct eigenvalues

- Single repeated eigenvalue

- Two complex-valued eigenvalues

A = [a b
c d]

det(A − λI) = det ([a − λ b
c d − λ]) = (a − λ)(d − λ) − bc = 0

λ2 − (a + d)λ + (ad − bc) = 0



Distinct Eigenvalues

• Theorem: Let , with M distinct eigenvalues and corresponding 
eigenvectors . It is the case that all  are linearly 
independent.   (Proof 9.6.2 in the notes)


• If  has two distinct eigenvalues, then: 

-  ,  are linearly independent 

-   — form a basis!

A ∈ ℝN×N

λi, ⃗v i |1 ≤ i ≤ M ⃗v i

A ∈ ℝ2×2

⃗v 1 ⃗v 2
Span{ ⃗v 1, ⃗v 2} = ℝ2

Proof 9.6.1 in the notes

Concept: By contradiction. Assume linear dependence→ This 
results in either , or λ1 = λ2 ⃗v 2 = ⃗0



Matrix transformations

What does the matrix do?


What is the A matrix?

 


What are its eigenvectors? 


What are its eigenvalues?

A ⃗v = λ ⃗v



Eigen Value Decomposition
A = [1 0

0 2]
det(A − λI) = [1 − λ 0

0 2 − λ] = (1 − λ)(2 − λ) − 0 = 0

λ1 = 1 λ2 = 2

[0 0
0 1] ⃗v = 0 [−1 0

0 0] ⃗v = 0



Matrix transformations

What does the matrix do?


What is the A matrix?

 


What are its eigenvectors? 


What are its eigenvalues?

A ⃗v = λ ⃗v



Eigenvectors as a basis

A = [1 0
0 2] ⃗v 1 = [1

0] ⃗v 2 = [0
1]λ1 = 1, λ2 = 2

A ⃗v 1 = 1 ⋅ ⃗v 1 A ⃗v 2 = 2 ⋅ ⃗v 2

Q: What about ?⃗v 3 = [1
1] ⃗v 3 = [1

1] = 1 ⋅ ⃗v 1 + 1 ⋅ ⃗v 2

A ⃗v 3 = A(1 ⋅ ⃗v 1 + 1 ⋅ ⃗v 2) = A ⃗v 1 + A ⃗v 2

= ⃗v 1 + 2 ⃗v 2

= [1
0] + 2 [0

1] = [1
2]



Example from last time:

λ1 = 1/2

•  are linearly independent → basis for ⃗v 1, ⃗v 2 ℝ2

⃗v 1 ∈ Span {[ 1
−1]}A = [1/2 0

1/2 1]
λ2 = 1

⃗v 2 ∈ Span {[0
1]}

Q: What about ?⃗v 3 = [2
2] ⃗v 3 = α ⃗v 1 + β ⃗v 2



Example from last time:

λ1 = 1/2

•  are linearly independent → basis for ⃗v 1, ⃗v 2 ℝ2

⃗v 1 ∈ Span {[ 1
−1]}A = [1/2 0

1/2 1]
λ2 = 1

⃗v 2 ∈ Span {[0
1]}

Q: What about ?⃗v 3 = [2
2] ⃗v 3 = α ⃗v 1 + β ⃗v 2



Example from last time:

λ1 = 1/2

•  are linearly independent → basis for ⃗v 1, ⃗v 2 ℝ2

⃗v 1 ∈ Span {[ 1
−1]}A = [1/2 0

1/2 1]
λ2 = 1

⃗v 2 ∈ Span {[0
1]}

Q: What about ?⃗v 3 = [2
2] ⃗v 3 = α ⃗v 1 + β ⃗v 2



Example from last time:

λ1 = 1/2

•  are linearly independent → basis for ⃗v 1, ⃗v 2 ℝ2

⃗v 1 ∈ Span {[ 1
−1]}A = [1/2 0

1/2 1]
λ2 = 1

⃗v 2 ∈ Span {[0
1]}

Q: What about ?⃗v 3 = [2
2] ⃗v 3 = α ⃗v 1 + β ⃗v 2



Example from last time:

λ1 = 1/2

•  are linearly independent → basis for ⃗v 1, ⃗v 2 ℝ2

⃗v 1 ∈ Span {[ 1
−1]}A = [1/2 0

1/2 1]
λ2 = 1

⃗v 2 ∈ Span {[0
1]}

Q: What about ?⃗v 3 = [2
2] ⃗v 3 = α ⃗v 1 + β ⃗v 2



Example from last time:

λ1 = 1/2

⃗v 1 ∈ Span {[ 1
−1]}A = [1/2 0

1/2 1]
λ2 = 1

⃗v 2 ∈ Span {[0
1]}

A ⃗v 3 = A(2 ⃗v 1+4 ⃗v 2) == 2A ⃗v 1+4A ⃗v 2

= 2(
1
2

⃗v 1)+4(1 ⋅ ⃗v 2)

= ⃗v 1 + 4 ⃗v 2

= [ 1
−1] + 4 [0

1] = [1
3]



Matrix transformations

What does the matrix do?


What is the A matrix?

 


What are its eigenvectors? 


What are its eigenvalues?

A ⃗v = λ ⃗v



Repeated EigenValues
A = [2 0

0 2]
det(A − λI) = [2 − λ 0

0 2 − λ] = (2 − λ)(2 − λ) − 0 = 0

λ1,2 = 2

Null(A − 2I) = Null( ⃗0 ) = ℝ2

Eigen space is 2 dimensional!

In general, multiplicity of Eigen-values will result in a multi-
dimensional eigenspace
Except if the matrix is defective 😭



Repeated EigenValues

What does the matrix do?


What is the A matrix?

 


What are its eigenvectors? 


What are its eigenvalues?

A ⃗v = λ ⃗v



Defective Matrices

What does the matrix do?


What is the A matrix?

 


What are its eigenvectors? 


What are its eigenvalues?

A ⃗v = λ ⃗v



Defective Matrix
A = [1 1/4

0 1 ]
det(A − λI) = [1 − λ 1/4

0 1 − λ] = (1 − λ)(1 − λ) − 0 = 0

λ1,2 = 1
Null(A − I ) = Null {[0 1/4

0 0 ]}

Eigen space is only 1 dimensional!
Matrix is called defective 😭

Outside of class scope 🤨

⃗v 1 ∈ Span {[1
0]}



Matrix transformations - Complex Eigenvalues

What does the matrix do?


What is the A matrix?

 


What are its eigenvectors? 


What are its eigenvalues?



Matrix transformations

What does the matrix do?


What is the A matrix?

 


What are its eigenvectors? 


What are its eigenvalues?
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General Initialization for a Transition Matrix System

⃗x (t + 1) = A ⃗x (t)
Assume  are distinctλi |1 ≤ i ≤ N  ⇒ Span{ ⃗v i |1 ≤ i ≤ N} = ℝN

= A(α1 ⃗v 1 + α2 ⃗v 2 + ⋯ + αN ⃗v N)
= α1A ⃗v 1 + α2A ⃗v 2 + ⋯ + αN A ⃗v N

= α1λ1 ⃗v 1 + α2λ2 ⃗v 2 + ⋯ + αNλN ⃗v N

⃗x (1) = A ⃗x (0)

⃗x (2) = A ⃗x (1)
= A(α1λ1 ⃗v 1 + α2λ2 ⃗v 2 + ⋯ + αNλN ⃗v N)
= α1λ2

1 ⃗v 1 + α2λ2
2 ⃗v 2 + ⋯ + αNλ2

N ⃗v N



General Initialization for a Transition Matrix System

⃗x (t + 1) = A ⃗x (t)
Assume  are distinctλi |1 ≤ i ≤ N  ⇒ Span{ ⃗v i |1 ≤ i ≤ N} = ℝN

⃗x (2) = A ⃗x (1)
= A(α1λ1 ⃗v 1 + α2λ2 ⃗v 2 + ⋯ + αNλN ⃗v N)
= α1λ2

1 ⃗v 1 + α2λ2
2 ⃗v 2 + ⋯ + αNλ2

N ⃗v N

⃗x (t) =
⋮

lim
t→∞

λt
i =

0 , |λ | < 1
1 , λ = 1

(−1)t , λ = − 1
∞ , |λ | > 1

α1λt
1 ⃗v 1 + α2λt

2 ⃗v 2 + ⋯ + αNλt
N ⃗v N

lim
t→∞

⃗x (t) = ?



Back 2 PageRank
A =

0 1/2 0 0
1/3 0 0 1/2
1/3 0 0 1/2
1/3 1/2 1 0

⃗v 1 =
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Back 2 PageRank
⃗v 1 =

0.12
0.24
0.24
0.4

⃗v 2 =

0.44
−0.08
−0.08
−0.28

⃗v 3 =

−0.14
0.26
0.26

−0.37

⃗v 4 =

0.43
0

−0.14
−0.29

λ1 = 1 λ2 = − 0.092 λ3 = − 0.091 λ4 = 0

⃗x 0 =

0.25
0.25
0.25
0.25

= α1 ⃗v 1 + α2 ⃗v 2 + α3 ⃗v 3 + α4 ⃗v 4



Back 2 PageRank ⃗x (t) = At ⃗x (0)
At ⃗x (0) = A(1 ⃗v 1+0.34 ⃗v 2+0.15 ⃗v 3+0 ⃗v 4)

= 1 ⋅ 1t ⃗v 1+0.34(−0.092)t ⃗v 2+0.15(−0.91)t ⃗v 3+0 ⋅ 0t ⃗v 4

lim
t→∞

At ⃗x (0) = ⃗v 1



Back to Lab — Single Pixel Camera
• What are the best patterns?

Intensity=1



Imaging Model and Reconstruction

Intensity=1

⃗y = A ⃗x

Measurement mask/matrix

Sensor data Unknown image

We saw that it is possible to come up with a system that has  A−1

So, ⃗x = A−1 ⃗y



Non-ideal imaging
Intensity=1

⃗y = A ⃗x + ⃗w
Sensor data

Measurement mask/matrix

Unknown image

We saw that it is possible to come up with a system that has  A−1

So, ⃗x = A−1 ⃗y − A−1 ⃗w

Noise/interference

Reconstruction error

A−1 ⃗w = α1λ1 ⃗v 1 + α2λ2 ⃗v 2 + ⋯ + αNλN ⃗v N

Want to design , such that  has small eigenvalues!A A−1



Design of a Reflection matrix 

Design a reflection matrix around the vector ?[2
1]

Q: What are the eigenvectors?

A: , ⃗v 1 = [2
1] ⃗v 2 = [−1

2 ]
Q: What are the eigenvalues?

A: , λ1 = 1 λ2 = − 1



Designing a matrix with specific Eigenvals/vecs

 , ⃗v 1 = [2
1] ⃗v 2 = [−1

2 ]
, λ1 = 1 λ2 = − 1

A ⃗v = λ ⃗v
We know:

Set linear equations:

[a1 a2
a3 a4] [2

1] =

[a1 a2
a3 a4] [−1

2 ] =

[2
1]
−[−1

2 ]



Designing a matrix with specific Eigenvals/vecs

 , ⃗v 1 = [2
1] ⃗v 2 = [−1

2 ]
, λ1 = 1 λ2 = − 1

A ⃗v = λ ⃗v
We know:

Set linear equations:

[a1 a2
a3 a4] [2

1] =

[a1 a2
a3 a4] [−1

2 ] =

[2
1]
−[−1

2 ]


