
EECS 16A
Matrix Transformations



Last time: Linear combination of vectors
• Given set of vectors 𝑎 ,𝑎 ,⋯ ,𝑎 ∈ ℝ  ,and coefficients 𝛼 ,𝛼 ,⋯ ,𝛼 ∈ ℝ
•   A linear combination of vectors is defined as: 𝑏 ≜ 𝛼 𝑎 𝛼 𝑎 ⋯ 𝛼 𝑎

Matrix-vector multiplication is a linear 
combination of the columns of A!

Example:



Example: write as a linear combination of kinds of feet



Last time: Span / Column Space / Range
Span of the columns of A: the set of all vectors 𝑏 s.t. 𝐴𝑥 𝑏 has a solution
- the set of all vectors that can be reached by all possible linear combinations of the columns of A

Example: span of the cols of  A is 

𝑎

𝑎

! 



Last time: Solutions to Ax=b are in the span of cols(A)
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Examples

linearly dependent!

linearly independent!

linearly independent!



Prove it!
Theorem: if the columns of the matrix A are linearly dependent,
then does not have a unique solution
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Prove it!

know: columns are linearly dependent show: more than 1 solution

Proof for 𝐴 ∈ ℝ

Concept: pick some specific solution  𝑥∗ ,and show that there’s another one

𝛼 𝑎 𝛼 𝑎 𝛼 𝑎 0

Let:  𝐴𝑥∗ 𝑏     and     𝐴 𝑎    𝑎   𝑎

From linear dependence Def 2:

⇒ 𝐴𝛼 0

Set 𝑥 𝑥∗ 𝛼

⇒ 𝐴𝑥 𝐴 𝑥∗ 𝛼 𝐴𝑥∗ 𝐴𝛼 𝑏 0 So 𝑥  is another solution!

Theorem: if the columns of the matrix A are linearly dependent,
then does not have a unique solution



Pop Quiz

Responses



Matrix Transformations



Matrices are operators that transform vectors

Example:

Reflection 
Matrix!



Matrices are operators that transform vectors

https://www.youtube.com/watch?v=LhF_56SxrGk

Example:

Reflection 
Matrix!

How would I design a matrix to reflect about x2 axis?



Reflection 
Matrix!

How would I design a matrix to reflect about x2 axis?



Matrices are operators that transform vectors

Example:

Rotation Matrix!

What 
does it 
do?

But they’re 
different?!?



What if I rotate twice?

Rotation Matrix!



What’s the matrix transform?



Linear Transformation of vectors
𝑓: is a linear transformation if: 

Claim: Matrix-vector multiplications satisfy linear transformation

Proof via explicitly writing the elements




