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What were our assumptions Do we actual need them

We assumed contrelability in our original problem
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This has an interpretation
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We can get it from these Think transpose

so we can choose the smaller of ATA or AAT See discussion

What does the SUD reveal about matrices
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